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#### Abstract
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Professor Candace Arai Yano, Chair


In the past two decades, retailers have witnessed rapid changes in markets due to an increase in competition, the rise of e-commerce, and ever-changing consumer behavior. As a result, retailers have become increasingly aware of the need to better coordinate inventory control with pricing in order to maximize their profitability. This dissertation was motivated by two of such problems facing retailers at the interface between pricing and inventory control. One considers inventory control decisions for settings in which planned prices fluctuate over time, and the other considers pricing of multiple substitutable products for settings in which customers hold inventory as a consequence of stockpiling when promotional prices are offered.

In Chapter 1, we provide a brief motivation for each problem. In Chapter 2, we consider optimization of procurement and inventory allocation decisions by a retailer that sells a product with a long production lead time and a short selling season. The retailer orders most products months before the selling season, and places only one order for each product due to short product life cycles and long delivery lead times. Goods are initially stored at the warehouse and then sent to stores over the course of the season. The stores are in high-rent locations, necessitating efficient use of space, so there is no backroom space and it is uneconomical to send goods back to the warehouse; thus, all inventory at each store is available for sale. Due to marketing and logistics considerations, the planned trajectory of prices is determined in advance and may be non-monotonic. Demand is stochastic and price-dependent, and independent across time periods. We begin our analysis with the case of a single store. We first formulate the inventory allocation problem given a fixed initial order quantity with the objective of maximizing expected profit as a dynamic program and
explain both technical and computational challenges in identifying the optimal policy. We then present two variants of a heuristic based on the notion of equalizing the marginal value of inventory across the time periods. Results from a numerical study indicate that the more sophisticated variant of the heuristic performs well when compared with both an upper bound and an industry benchmark, and even the simpler variant performs fairly well for realistic settings. We then generalize our approaches to the case of multiple stores, where we allow the stores to have different price trajectories. Our numerical results suggest that the performance of both heuristics is still robust in the multiple store setting, and does not suffer from the same performance deterioration observed for the industry benchmark as the number of stores increases or as price differences increase across stores and time periods. For the pre-season procurement problem, we develop a heuristic based on a generalization of the newsvendor problem that accounts for the two-tiered salvage values in our setting, specifically, a low price during end-of-season markdown periods and a very low or zero salvage value after the season has concluded. Results for numerical examples indicate that our modified newsvendor heuristic provides solutions that are as good as those obtained via grid search.

In Chapter 3, we address a retailer's problem of setting prices, including promotional prices, over a multi-period horizon for multiple substitutable products in the same product category. We consider the problem in a setting in which customers anticipate the retailer's pricing strategy and the retailer anticipates the customers' purchasing decisions. We formulate the problem as a two-stage game in which the profit maximizing retailer chooses prices and the utility maximizing customers respond by making explicit decisions regarding purchasing and consumption, and thus also implicit decisions regarding stockpiling. We incorporate a fairly general reference price formation process that allows for cross-product effects of prices on reference prices. We initially focus on a single customer segment. The representative customer's utility function accounts for the value of consumption of the products, psychological benefit (for deal-seekers) from purchasing at a price below his/her reference price but with diminishing marginal returns, costs of purchases, penalties for both shortages and holding inventory, and disutility for deviating from a consumption target in each period (where applicable). We are the first to develop a model that simultaneously accounts for this combination of realistic factors for the customer, and we also separate the customer's purchasing and consumption decisions. We develop a methodology for solving the customer's problem for arbitrary price trajectories based on a linear quadratic control formulation of an approximation of the customer's utility maximization problem. We derive analytical representations for the customer's optimal decisions as simple linear functions of prices, reference prices, inventory levels (as state variables), and the cumulative aggregate consumption level (as a state variable). We then embed the consumer's optimal policy (in analytic form) in the retailer's profit maximization problem and show that the retailer's problem can be reformulated as a quadratic program that can be solved numerically. Despite the additional generality of our problem context, our solution methodology is computationally tractable. Results for numerical examples indicate that the separation of the customer's two types of
decisions turns out to be important in inducing realistic purchasing patterns, including demand spikes like those observed in practice and the associated stockpiling, as well as pre- and post-promotion dips, which are also observed in practice. We discuss how our approach can be extended to multiple customer segments, limitations of our approach, and future research directions.

To my family.
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## Chapter 1

## Motivation and Overview

In recent decades, retailers have witnessed rapid changes stemming from an increase in competition, the rise of e-commerce, and ever-changing consumer behavior. Retailers have become increasingly aware of the need to better coordinate inventory control with pricing in order to maximize their profitability in view of these phenomena. In this dissertation, we address two problems, both motivated by discussions with large retailers. One is concerned with inventory control decisions for settings in which planned prices fluctuate over time, and the other is concerned with pricing of multiple substitutable products for settings in which customers hold inventory as a consequence of stockpiling when promotional prices are offered. Below, we briefly summarize the motivation for each problem.

In Chapter 2, we consider inventory management for retailers that sell seasonal products and offer multiple promotional prices during the season. Our work was motivated by a problem facing a Fortune- 500 clothing retailer that sells almost exclusively its own-branded products. As is common in many retail sectors, demand uncertainty is high. The retailer orders most products four to six months before the selling season, and typically places only one order for each product due to short product life cycles and long delivery lead times. The order is initially stored at the warehouse and periodically allocated to store(s) during the season. Furthermore, the retailer often plans prices and schedules price promotions well in advance of the selling season due to the need to plan for advertising and operations, including logistics. The stores are in high-rent locations, necessitating efficient use of space, so there is no backroom storage. In addition, shipping excess inventory from the store back to the warehouse is uneconomical. For these two reasons, all inventory at each retail store is available for sale at the current price. This poses a complication that does not exist in settings with constant or declining prices, namely, that it may not be optimal to provision a store with a high inventory level in a high-price period if the chance of selling it is low, thus leaving too large a supply available for sale at a lower price in the following period. Although our work is motivated by a particular retailer, the problem setting is prevalent among retailers that sell seasonal goods. We address both the inventory allocation problem,
initially for a single store and then for multiple stores, and the pre-season procurement problem in such a context, with the goal of maximizing the retailer's expected profit.

In Chapter 3, we consider pricing of multiple non-perishable substitutable products in the same category over multiple time periods. Our research was motivated by discussions with major retailers whose customers visit their store(s) regularly and not only can observe the prices of all products in the category when making a purchase but also have knowledge of the pricing patterns of the retailer due to their prior shopping experiences. The retailers recognize that many customers choose among substitutable products on the basis of their relative valuations for the products and the offered prices, that some customers are dealseekers who gain psychological benefit from purchasing at a discount, that frequent and/or deep discounting of products within the category can influence customer's willingness to pay for the products, and that customers often stockpile when products are offered at a discount. We account for these factors in our formulation of the customer's problem of choosing purchase and consumption quantities over time, whose approximate solution enables us to devise a method to solve the retailer's pricing problem.

## Chapter 2

## Promotion Driven Inventory Control

### 2.1 Introduction

Many apparel retailers intentionally change prices during a product's selling season as part of a broader promotional strategy, often offering early-season discounts followed by inseason full pricing with occasional in-season discounts, and clearance prices at the end of the season. Both early-season and in-season discounts may be synchronized with store-wide sales designed to enhance customer traffic. In such contexts, retailers face challenges in deciding seasonal ordering quantities as well as weekly allocations from the warehouse to stores.

Our work was motivated by a problem facing a Fortune-500 clothing retailer that sells almost exclusively its own-branded products. The retailer orders most products four to six months before the selling season, and typically places only one order for each product due to short product life cycles and long delivery lead times. Furthermore, the retailer often plans prices and schedules price promotions well in advance of the selling season due to the need to plan for advertising and operations, including logistics. In practice, prices would be adjusted if demand turns out to be much higher or lower than originally expected, but the methodology that we develop can be re-applied if pricing plans change. The stores are in high-rent locations, necessitating efficient use of space, so there is no backroom storage and therefore all inventory at each retail store is available for sale at the current price; it is not possible to hold back inventory, nor is it possible to send excess inventory back to the warehouse or to other retail locations due to the high cost of doing so. The lack of backroom storage also means that there is no practical option but to store most of the goods in warehouses and ship them to the stores gradually during the season. In our motivating context, each warehouse ships inventory to about 100 stores, typically once a week.

Although our work is motivated by a particular retailer, the problem setting is prevalent in both apparel retail and seasonal goods industries where competition is intensifying. Many retailers, as a result, are offering discounts more frequently, leading to non-monotonic price
trajectories that are unlike those typically considered in the literature. Non-monotonic price trajectories add a new dimension to managing the risks of over- or under-ordering. Because prices fluctuate during the season, it may be optimal to temper current-period inventory allocations to take advantage of the opportunity to sell the units at a higher price later. Empty racks are not necessarily bad nor do they necessarily drive customers to competitors either immediately or in the longer term because shoppers have other items to choose from and may not expect abundant supply of deeply discounted goods. (We do not incorporate the effects of shortage-based substitution nor the effect of shortages on customer loyalty in this paper.) On the other hand, full racks during high-price periods are not necessarily good nor do they necessarily improve margins: if a high-price period is followed by a low-price period and if, when the price drops, there is excess inventory in the store that cannot be hidden in a back room, more units than desired may be sold at the low price, thus decreasing overall profit margins. Consequently, inventory allocation policies must take into account the trajectory of future prices and the likelihood of having too much inventory at the "wrong" time, as well as the usual concern of not having enough at the "right" time. Finally, optimizing the seasonal order quantity in view of the subsequent dynamic inventory allocation is also a challenge. Although there is significant research on inventory control problems for seasonal goods, to the best of our knowledge, inventory management for settings with pre-planned non-monotonic pricing has received little or no attention.

### 2.2 Literature Review

In this section, we provide an overview of the three streams of literature that are most closely related to our work: (i) revenue management, (ii) dynamic pricing and inventory models for seasonal products with fixed initial inventory or one or two orders whose quantities can be decided, and (iii) allocation of limited inventory to multiple stores over multiple time periods. The three streams of literature concern similar yet distinct problems. Revenue management is primarily concerned with problems in which the seller is constrained by a fixed initial inventory (e.g., number of seats on a flight or number of rooms in a hotel). All articles in the second stream consider settings with stochastic, price-sensitive demand and although quantities for one or two orders may be decisions, the emphasis is on the joint price-inventory decisions over multiple periods. The papers in the third stream emphasize "balance" in the inventory allocation process to reduce expected total shortages. Our emphasis is on articles involving finite horizon settings, as in our motivating scenario, and those involving infinite horizon settings in which allocation over a short time frame is a key factor.

### 2.2.1 Revenue Management

The revenue management literature is very rich, and we focus on the most relevant substream concerning how to dynamically allocate available inventory of a single resource to each demand class (generally defined by time of arrival and willingness to pay) over
multiple time periods, where the price paid by each class is prespecified. The objective is to maximize the total expected profit (or revenue if the costs are fixed) over a finite horizon. This class of problems is known as quantity-based revenue management, and the allocation of the single resource is typically controlled via booking limits that restrict the amount of capacity/inventory that can be sold to any particular class during a given time period, and protection levels that specify the amount of capacity/inventory to reserve for a particular class or set of classes in subsequent periods.

The earliest article on quantity-based revenue management is due to Littlewood (1972). He assumes there are two customer classes, with class 1 customers arriving later but willing to pay a higher price. The problem is how much class 2 demand to accept before observing the class 1 demand realization. The well-known Littlewood rule states that it is optimal for the seller to accept class 2 requests as long as the corresponding price exceeds the expected marginal revenue of class 1 demand. During the past four decades, many researchers have extended Littlewood's results to consider more general and realistic settings. Papers by Brumelle and McGill (1993), Curry (1990), Robinson (1995), and Wollmer (1992) generalize his result to settings with an arbitrary number of demand classes. The optimal policy is typically derived by ensuring that the expected marginal value of capacity for the future periods is equal to the (known) marginal value of capacity in the current period under the allocation policy. The problem addressed by Robinson is most closely related to our work as it allows for customer classes arriving in non-overlapping intervals but not necessarily in order of increasing revenue. Robinson (1995) models the problem as a finite-horizon discretetime dynamic program and shows that the optimal policy has a booking limit structure, i.e., accept reservations as long as the cumulative bookings do not exceed the booking limit in each period.

More recently, researchers have relaxed the assumption that different classes of customer arrive sequentially in non-overlapping intervals. Lee and Hersh (1993) and Lautenbacher and Stidham (1999) develop models that allow more than one class to arrive in the same interval, which necessitates dynamic allocation among classes, not just prescribing booking limits for each interval. Differently from the models discussed above, Lee and Hersh (1993) model demand as a stochastic process, rather than as a probability distribution of the aggregate demand for each booking class, and consider group arrivals. The authors divide the planning horizon into decision periods and develop an optimal discrete-time dynamic programming algorithm. For multiple classes without group arrivals, the authors show that the optimal policy consists of a booking limit for each customer class in each period, and for any booking capacity, there is a threshold time period after which customers of a given class will not be accepted. Finally, they show that for any period and booking capacity, there is a critical booking class that partitions customers who should be accepted and those who should not. The authors also characterize properties of the optimal policy for the case of multiple classes with group arrivals. Lautenbacher and Stidham (1999) develop a unified framework for analyzing both static and dynamic single-resource capacity control models. In their static
models, demand classes arrive sequentially in non-overlapping intervals while in their dynamic models, demand from each class may arrive at any time during the horizon. They establish the optimality of a booking-limit policy for both overlapping and non-overlapping arrivals of demand classes in the absence of group arrivals.

Heuristics are often used in practice as they are easier to implement and may achieve good performance. EMSR-a (Belobaba, 1992) and EMSR-b (Belobaba and Weatherford, 1996) are two of the most commonly-used heuristics developed for the quantity-based revenue management problem in which the set of possible prices is prespecified and the decisions pertain to the quantities to make available at each price. Both heuristics are based on approximations that reduce the pertinent problem at each stage to a two-class problem to determine protection levels for future demand classes with a higher revenue per unit, but they differ with respect to the approximation scheme. EMSR-a is based on the idea of determining a protection level for each class by applying Littlewood's rule to successive pairs of classes, and then adding them to obtain the protection level for a combination of classes. EMSR-b improves upon EMSR-a by pooling demand across classes and optimizing protection levels (or analogously, booking limits) for the corresponding sets of customer classes rather than adding protection levels determined for individual classes. It typically provides better revenue performance in practice. Robinson (1995) discusses the extensive computational effort required to identify the exact solution, which requires the maximization of a quasiconcave function for each period and numerical calculations of multiple integrals. He develops a heuristic that relies on Monte Carlo integration that can be utilized to identify policies that are arbitrarily close to the optimum.

The problem that we investigate differs from the traditional quantity-based revenue management problem in several ways. First, the firm holds inventory at both a central warehouse and at retail store(s), but inventory held at the warehouse cannot be sold. Second, excess inventory is not returned to the warehouse for future reallocation. Third, there is no backroom storage at the retail locations. For these reasons, the firm faces constraints and risks that do not exist in the traditional quantity-based revenue management problem. In particular, the combination of the second and third factors means that retail locations cannot prevent excess leftover inventory at the end of the previous period from being sold at low prices, and, as a result, protection levels cannot play the same role as when a backroom is available.

### 2.2.2 Multi-Period Dynamic Pricing and Inventory Control for Seasonal Products with Stochastic, Price-Sensitive Demand

In this subsection, we discuss articles on pricing and inventory control in finite-horizon settings with price-sensitive stochastic demand for a single product in which a one or two orders, which limit supply for the season, are placed before the beginning of the horizon. There is a substantial literature within this stream for situations in which demand is modeled via a Poisson (or similar) process whose mean demand arrival rate is a decreasing function of
price. We require a more general and flexible demand model, and therefore limit our survey to articles involving such demand models. These articles differ with respect to whether the initial inventory is exogenously determined or a decision variable, the number of price changes allowed, the specific forms of the demand functions, and whether the seller operates a two-echelon distribution system.

Monahan et al. (2004) studies a dynamic pricing problem in which demand in each period has a mean which is isoelastic in price and the demand random variable is represented as the product of this mean and a random multiplicative factor with a mean of 1 . The authors formulate the problem as a dynamic program and show the equivalence between their dynamic pricing problem and a price-setting newsvendor problem with recourse. The authors demonstrate that the pricing problem can be solved as a series of static single-variable optimization problems after state space reduction. They also show that the optimal stocking factors, i.e., the unit-normalized representations of safety stock in the various periods, only depend on the number of periods remaining in the season, but are independent of the inventory available for sale. Given the inventory-level-independent sequence of optimal stocking factors, the optimal price in each period can then be recovered from the definition of the stocking factor once the leftover inventory from the previous period is observed. The authors establish the structure of the optimal pricing policy and discuss implications for the optimal stocking levels. They prove that the optimal stocking level is at least as large as the optimal stocking level for the price-setting newsvendor problem and is increasing in the number of periods remaining in the selling season. For the special case of deterministic demand, the authors demonstrate that the optimal pricing policy is a single-price policy.

Choi (2007) studies joint stocking and pricing decisions with two demand updates. The retailer can place two orders before the selling season: the first order must be placed before any demand update takes place and takes longer to arrive but is cheaper, while the second order is placed after observing demand for a different but similar product whose demand is correlated with the in-season product and whose demand depends upon its own price. Both orders of the in-season product arrive at the beginning of the season. The author formulates the two-stage stocking problem as a dynamic program and derives the optimal policy. He then considers the pricing problem and derives the optimal price during the selling season under various objectives: expected profit, probability of meeting a profit target, Value-atRisk, and target service levels.

Tian (2010) also studies a discrete-time dynamic pricing problem for a seasonal product with fixed initial inventory and no replenishment. He models customer arrivals as a Poisson process and approximates the aggregate demand process as a Binomial process. The author uses marginal analysis and backward dynamic programming to derive the optimal pricing policy as a function of the purchase probability and remaining inventory. He shows that the discrete-time dynamic programming approach is also applicable to other common demand models such as linear demand, multinomial logit demand models, and the multiplicative
competitive interaction model. His numerical results show that dynamic pricing policies dominate static pricing policies when inventory is scarce.

Chung et al. (2009) consider a variant of the newsvendor problem in which the retailer makes an in-season price adjustment at a specified review time after collecting information on demand (which depends upon the early-season price) and updating the estimate of the remaining demand during the season. The authors model (mean) demand after the review time using a linear approximation of the demand-price curve and solve for the optimal percentage change in price. The authors develop both optimal and heuristic algorithms to compute the optimal order quantity.

Chung and Flynn (2011) extend the model of Monahan et al. (2004) to incorporate inventory holding costs, and initial inventory as a decision variable. The authors show similar results to those of Monahan et al. (2004) and derive optimal solutions for two special cases: deterministic demand and nonnegative holding costs that are proportional to selling prices. For the general problem, the structural properties derived by Monahan et al. (2004) are not preserved when incorporating inventory holding costs. The authors show that it is possible to reduce the dynamic problem to a series of single-variable optimization problems. They then devise two computationally tractable heuristics that generate good solutions.

Chew et al. (2009) study the joint pricing and inventory allocation problem for a perishable product. They assume that prices increase over time and demand is price-sensitive. The authors develop a discrete-time dynamic programming model to obtain the optimal prices and inventory allocation policy for two-period problems. They were unable to derive analytical solutions for problems with three or more periods. The authors develop three heuristics and utilize an iterative procedure to update the policy in each period during the selling horizon. The heuristics achieve near-optimal results in their computational studies. The authors also study two special cases: monotonically decreasing prices, and a price trajectory that first increases and then decreases. For the first special case, the authors derive the optimal markdown pricing policy. For the second special case, the authors propose different solution procedures depending on how long prices initially increase. For the case with two periods of increasing prices, they develop an efficient search algorithm to find the optimal pricing and inventory allocation. For cases with more than two periods of increasing prices, the authors propose a hybrid procedure that combines any of their three heuristics to first determine the inventory allocation and pricing solution for the interval of increasing prices with the optimal markdown pricing policy for the remainder of the horizon.

Cachon and Kök (2007) extend the classical newsvendor model to settings with nonconstant salvage values. In their problem setting, the clearance price is selected in response to the observed demand during the regular season: a deep discount is offered during the markdown period when the seller has large quantities of leftover inventory, and a much smaller discount is offered when leftover inventory is limited. The authors show that the
classical newsvendor model would yield suboptimal solutions in such settings. The authors derive both the optimal clearance pricing policy and the corresponding optimal order quantity. They show that the inclusion of a nonlinear salvage value function is insufficient to correct for the classical newvendor model's deficiency, and that the correct estimate of the salvage value is critical in determining a near optimal solution. The authors then show that several intuitive estimation methods can lead to excessively large order quantities, and develop an estimation method that accounts for the interaction between decisions and demand data, and yields the optimal profit.

Our research differs from that in the articles discussed in this subsection in the following ways. First, in our research, the price trajectory is specified prior to the selling season and the firm's main levers are the procurement quantity and inventory allocation. Second, we address the problem for a two-echelon distribution system, a setting treated only by Chew et al. (2009). Our model, however, differs from his as we allow arbitrary price trajectories, including trajectories that are not monotonic nor follow an increasing then decreasing pattern, and the prices are decided in advance. Furthermore, we also consider the single-warehouse, multiple-retailer setting, allowing for nonidentical price trajectories.

### 2.2.3 Allocation of Limited Inventory to Multiple Stores over Multiple Periods

Our problem concerns allocation of inventory over multiple time periods from a warehouse to one or more retail locations over a finite horizon. Although our problem involves only one such external order and prices are time-varying, it does share features of inventory allocation problems in which the warehouse receives periodic shipments from a supplier and fulfills orders from retailers multiple times between supplier shipments. Jackson (1988) considers such a setting with multiple non-identical retailers and develops an approximate model of the expected shortages after the warehouse runs out of stock. With this, he determines the best (constant) order-up-to levels, one for each retailer. Jackson and Muckstadt (1989) later develop a methodology to compute optimal policies for this problem when there are two opportunities to allocate inventory to retailers between supplier shipments. McGavin et al. (1993) examine a case with identical retailers and two retailer replenishments per warehouse replenishment. They show that a balanced replenishment policy is optimal when there is short supply. Graves (1996) considers a related problem in which both the warehouse and retailers order at fixed intervals. He focuses on the problem of allocating stock in short supply and develops a virtual allocation heuristic that performs near-optimally in numerical tests. Considerable follow-on work has been done on this topic. In the interest of brevity, we refer the reader to Agrawal and Smith (2009), Sections 5 and 6 in Wang (2011), Marklund and Rosling (2012), and the references therein for more recent research on this topic. We emphasize that all of these papers are based on the assumption of constant prices.

There is a very substantial literature on methods to reduce a retailer's risk and costs for seasonal products with long lead times. Articles in this stream consider supply contracts, multiple orders, multiple suppliers and demand updating, among other things, but we are aware of only one that addresses inventory allocation over multiple periods. Agrawal and Smith (2013) develop a two-period inventory allocation model for a seasonal item with a constant selling price at a retail chain with nonidentical stores whose demands are correlated across the stores and periods. At the beginning of the second period, demand forecasts and inventory allocation can be updated based on the observed demands in the first period. Assuming that the store demand distributions share an unknown parameter, the authors develop a Bayesian inference model and a two-stage optimization methodology to determine the initial and revised inventory allocation policies. The authors also extend their approach to jointly determine the initial order quantity and inventory allocation policy.

Our research differs from the articles discussed above because we study the inventory allocation problem under non-monotonic price trajectories that may also differ among retailers; all of the articles mentioned in this subsection are based on the assumption of constant prices. We also consider a finite horizon problem, whereas only the Agrawal and Smith article does so. In the other articles, backlogging is the standard assumption, which is reasonable in a repeated procurement environment with non-seasonal products, but it is not realistic in our setting. For an extensive overview of procurement problems in apparel retailing, we refer the reader to Caro and Martínez-de-Albéniz (2013).

### 2.2.4 Our Contributions

To the best of our knowledge, our work is the first to address a retailer's inventory management problem for a seasonal product when the inventory is gradually shipped to retail locations during the season, prices are planned in advance and non-monotonic over time and consequently, the demand distributions are also non-stationary. Two additional realistic but complicating features in our problem setting are that excess inventory is not returned to the warehouse and there is no backroom storage at the retail locations. In our problem context, there are two types of operational decisions: (i) how much to procure prior to the selling horizon, and (ii) how much inventory should be transferred from the central warehouse(s) to each store in each period.

We first devise a heuristic for setting order-up-to levels based on equating the marginal value of an incremental unit of inventory across all periods for the single-store setting that is intuitive and fairly easy to implement. In a numerical study, we compare the expected profit from our heuristic solution against a theoretical upper bound which is based on a strict relaxation of our problem, as well as an industry benchmark. The results show that our heuristic performs well under most conditions. We explain how our heuristic can be generalized to consider multiple retail locations. We then address the problem of determining the initial order quantity in view of the subsequent allocation of inventory over the selling
horizon. Because the optimal solution is elusive, we develop a heuristic based on a modified newsvendor model that explicitly accounts for the two-tiered nature of salvage values-a positive but low markdown price late in the selling horizon and zero or minimal salvage value for any units remaining at the end of the horizon. Our modified newsvendor approach performs surprisingly well in many settings despite its simplicity.

### 2.3 Problem Statement

We consider a retailer, facing a long production lead time and a short product life cycle, who procures and sells a single seasonal good over periods $t=1, \ldots, T$ at possibly nonidentical stores indexed $n=1, \ldots, N$. For each store $n$, the prices during the selling horizon, $\left\{p_{t}^{n}\right\}_{t=1}^{T}$, are given and fixed. We assume that there is at least one price increase during the selling horizon, and there is a markdown regime for one or more periods at the end of the horizon. Demand at store $n$ in period $t$ is random and denoted by the random variable $D_{t}^{n}$ and its realization is denoted by $d_{t}^{n}$. $D_{t}^{n}$ has a probability density function $f_{t}^{n}(\cdot)$ and cumulative distribution function $F_{t}^{n}(\cdot)$. We assume demands are independent across periods. Although there is likely to be mild negative correlation between proximate time periods, few retail firms that sell goods such as apparel can estimate correlation effects due to the presence of an array of confounding factors, and consequently, they consider assuming independence to be a practical choice. For similar reasons, we assume demand is independent across stores. As is typical in settings like our motivating example, we assume excess demand is lost as consumers can find comparable options at competitors. We also assume that the effects of any advertising or other forms of promotion are accounted for in the parameters of the demand distributions in the various periods.

Prior to the selling horizon, the retailer places an order, whose quantity is denoted by $x_{1}^{0}$, with an external supplier. The unit ordering cost is $c$. The order is shipped and stored at the warehouse before the season begins. Inventory in the warehouse and at store $n$ at the beginning of period $t$ are denoted by $x_{t}^{0}$ and $x_{t}^{n}$, respectively. We assume that a shipment from the warehouse to any store $n$ requires zero lead time and occurs at the beginning of each period $t$ prior to the demand realization; the shipment quantity is denoted by $q_{t}^{n} \geq 0$. For most apparel retailers, store replenishment from a local or regional warehouse is relatively rapid, so the zero lead time assumption is a reasonable approximation. We assume shelf space at the retailer does not restrict the inventory, although our heuristic can be modified to account for such a constraint.

We assume that the retailer incurs per unit per period inventory holding costs at both the warehouse ( $h_{w}$ ) and the retail locations ( $h_{s}$ ), and that the latter is larger than the former because shrinkage and damage tend to be higher at retail locations. The unit price in period $t, p_{t}$, may vary from period to period. If there is a lost sale penalty beyond the loss of gross margin, it can be included in $p_{t}$. We assume that the salvage value of any units remaining
at the end of the horizon is zero, but our model can accommodate any positive constant provided that all remaining units can be sold at that price. The retailer seeks to maximize expected profit considering revenue, purchase costs, and inventory holding costs at both the warehouse and the retail locations.

The most general version of our problem is quite complicated, so we first focus on the simpler single-warehouse single-store setting to develop some insights before discussing the extension to multiple retail stores. We formulate our problem for the single-store setting with fixed initial inventory in Section 2.3 .1 and present our heuristic for this problem in Section 2.3.2. A numerical study to evaluate our heuristic in the single-store case appears in Section 2.4. We analyze the one-warehouse multi-store setting in Section 2.5 and the procurement problem in Section 2.6. We conclude the paper in Section 2.7.

### 2.3.1 Single Warehouse Single Store Multi-Period Inventory Allocation Problem with Fixed Initial Order Quantity

In this section, we discuss the inventory allocation problem with a fixed initial order quantity in the single-warehouse, single-store setting. Our problem is a multi-period stochastic optimization problem that can, in principle, be solved in many ways, including stochastic programming, (approximate) dynamic programming, simulation, and stochastic search (Powell, 2014). To make the problem concrete, we first present a dynamic programming (DP) formulation and discuss why, even beyond the issue of state space explosion, the problem is difficult to solve as a DP. We then present a heuristic procedure that builds upon ideas from quantity-based revenue management but accounts for the special features of our problem. We also present results of numerical studies in which we compare the performance of solutions from our heuristic against those of two benchmark solutions.

We can formulate the problem as a dynamic program in which the state of the system in each period is defined by the levels of inventory at the warehouse and at the store at the beginning of the period. Let $x_{t}^{0}$ and $x_{t}^{1}$ be the inventory at the warehouse and store 1 , respectively, at the beginning of period $t$. We assume the initial inventory at the warehouse, $x_{1}^{0}$, is a constant, $C$, and the initial inventory at the store, $x_{1}^{1}$, is zero. Let $V_{t}\left(x_{t}^{0}, x_{t}^{1}, q_{t}\right)$ be the expected gross margin starting with $x_{t}^{0}\left(x_{t}^{1}\right)$ units of inventory at the warehouse (store) at the beginning of period $t$ if $q_{t}$ is sent from the warehouse to the store. We use the term gross margin throughout the remainder of the paper when referring to the retailer's objective considering the cost of holding inventory, so as to distinguish it from the usual definition of
profit in inventory-pricing models. The dynamic program can be expressed as follows:

$$
\begin{align*}
V_{t}\left(x_{t}^{0}, x_{t}^{1}, q_{t}\right)= & \mathbb{E}_{D_{t}}\left[-h_{w}\left(x_{t}^{0}-q_{t}\right)-h_{s}\left(x_{t}^{1}+q_{t}-D_{t}\right)^{+}+p_{t} \min \left(x_{t}^{1}+q_{t}, D_{t}\right)\right. \\
& \left.+V_{t+1}^{*}\left(x_{t}^{0}-q_{t},\left(x_{t}^{1}+q_{t}-D_{t}\right)^{+}\right)\right] \quad \forall t \in\{1, \ldots, T\},  \tag{2.1}\\
V_{T+1}\left(x_{T+1}^{0}, x_{T+1}^{1}\right)= & 0,  \tag{2.2}\\
V_{t}^{*}\left(x_{t}^{0}, x_{t}^{1}\right)= & \max _{q_{t} \mid 0 \leq q_{t} \leq x_{t}^{0}} V_{t}\left(x_{t}^{0}, x_{t}^{1}, q_{t}\right) \quad \forall t \in\{1, \ldots, T\}, \tag{2.3}
\end{align*}
$$

where the inventory state transitions at the warehouse and store are governed by $x_{t+1}^{1}=$ $\left(x_{t}^{1}+q_{t}-d_{t}\right)^{+} \geq 0$ where $d_{t}$ is the observed demand in period $t$, and $x_{t+1}^{0}=x_{t}^{0}-q_{t} \geq 0$. In (2.1), the first two terms are the cost of holding inventory at the warehouse and store, respectively, and the third term is the expected revenue, while the last term is the optimal value to go from period $t+1$ onward. Expression (2.2) is the end-of-horizon boundary condition, and (2.3) states the optimal value function, where the optimization is with respect to the order quantity, which is constrained by the inventory at the warehouse. There is a nonnegativity constraint on the order quantity, $q_{t}$, in each period. Thus, the store inventory level after replenishment in each period is the maximum of the leftovers and the achieved order-up-to level, where the latter may be constrained by available inventory at the warehouse.

Deriving the optimal solution exactly is extremely difficult. Apart from the usual challenges due to the size of the state space, the DP presented above poses additional difficulties because the single-period value functions may have flat sections when the demand distributions do not have infinite right tails; this, in turn, may lead to discontinuous derivatives. Furthermore, even if the single-period value functions do not have such flat sections, without restrictive assumptions on the form of the demand distributions, it is not possible to guarantee that the value function is sufficiently well behaved to enable identification of optimal policies from first-order necessary conditions alone.

### 2.3.2 Marginal Value Analysis (MVA) Based Heuristic Algorithm

Although computing the optimal policy is difficult, we can construct a good heuristic by taking advantage of the specific features of our problem. We assume a time-dependent order-up-to policy is implemented and develop a heuristic, which we call the Marginal Value Analysis (MVA) heuristic, to determine good order-up-to levels. The heuristic is based on the principle that available inventory should be allocated across the periods such that the incremental benefit from the marginal unit of inventory is the same in all periods; otherwise, a reallocation would increase expected gross margin.

Under an order-up-to policy, due to demand uncertainty, even if the order-up-to level is less than the mean demand, the expected end-of-period inventory is positive, which in turn implies that the expected allocation of inventory in the subsequent period is less than that
period's order-up-to level. For this reason, one cannot simply allocate the initial inventory among order-up-to levels. Furthermore, the presence of time-dependent demand distributions and prices can lead to situations in which the commonly-assumed outcome for a leftover unit, i.e., being sold in the subsequent period, does not occur. This can arise, for example, if the order-up-to level in the current period is much higher than that of the subsequent period and demand in the current period turns out to be very low. In such a case, an incremental unit of inventory in the current period could become an excess unit-above and beyond the order-up-to level - in the subsequent period, and may have a very low chance of being sold at that time. When computing an estimate of the incremental value of allocating inventory to a period, we account for this in an approximate fashion.

The most sophisticated (dynamic) version of our heuristic is a telescoping-horizon procedure in which iteration $i, i=1, \ldots, T$, generates a solution for periods $i$ through $T$. In each iteration, the first phase of the heuristic involves constructing an initial solution (set of order-up-to levels) essentially by iteratively assigning inventory to maximize expected marginal gross margin in a myopic fashion, temporarily ignoring the impact of leftover inventory. The resulting solution is the same as what would be obtained by solving an asymmetric multi-market newsvendor problem with an aggregate inventory constraint, where prices differ across the markets. The analogy is as follows: The time periods in our model correspond to markets, which are independent and have asymmetric prices. The retailer has a fixed supply of the product to allocate across the markets.

Because demand is uncertain, we cannot know the levels of leftover inventory a priori, so we incorporate the effects of expected leftover inventory in an adjustment process that accounts for the fact that the inventory constraint applies to the sum of the shipment quantities, not to the order-up-to levels. The adjustment procedure entails computing and totaling the expected leftover inventory in all periods and iteratively allocating this inventory, one unit at a time, to the period with the highest incremental benefit. The second phase entails another series of adjustments to the order-up-to levels: in each adjustment step, the order-up-to level in the period with the highest expected marginal value of inventory is increased by one unit (or a managerially-determined increment) and the one in the period with the lowest is decreased, where the estimate of the expected marginal value of inventory accounts for the phenomena that we described earlier. (We present mathematical details later in this section.) Adjustments are made until the variance among the expected marginal values cannot be reduced further. The set of order-up-to levels after this series of adjustments forms the simple static heuristic solution for the selling horizon under consideration. The retailer utilizes these order-up-to levels as the basis for shipping inventory to the retailer in the period so long as there is sufficient inventory at the warehouse. If there is insufficient inventory at the warehouse, the policy is to ship as much as possible. We later explain an improved version of the simple static heuristic that requires very little additional effort in implementation.

In the dynamic version of the heuristic, the retailer implements the heuristic solution only for the current period. After observing demand in the period and fulfilling it as much as possible, the retailer recomputes the heuristic solution. Starting with the updated inventory level, the retailer implements the initialization and adjustment phases of the heuristic to update the allocation plan for the remainder of the horizon. After the order-up-to level for period $i$ is finalized following the second phase adjustment, the retailer uses the order-up-to level in period $i$ to determine how much to ship, observes demand in period $i$ and then moves on to the next period and repeats this process in each successive period.


Figure 2.1 High-Level Flowchart of Dynamic MVA

For computational convenience, we assume that quantities are integer-valued, which is also true in our motivating scenario. To calculate the expected marginal value of inventory in each period, we need to approximate the DP value function at the current order-up-to level, $S_{t}$, as well as at an order-up-to level one unit (or one increment, although we use one unit for ease of exposition) larger. In our heuristic, which we describe in more detail in the next subsection, at each iteration, we utilize approximations of the value function that are based on the assumption that the current vector of order-up-to values, which we denote by $\boldsymbol{S}$, is valid, but because one order-up-to value is increased and another is decreased at the end of each iteration, the computed marginal value in each period is based on other order-up-to levels that may change in both the current and in future iterations. In particular, the
marginal value of inventory in any period $t$ depends heavily on the marginal value in the few succeeding periods and our algorithm does not account for the fact that the order-up-to levels in those periods may change due to the change in the order-up-to level in period $t$. A high-level flowchart of the dynamic version of our heuristic appears in Figure 2.1.


Figure 2.2 High-level Flowchart of Modified Static MVA

Retailers may not be able to dynamically update the order-up-to levels in response to actual demands. If updating is too difficult, the retailer could simply apply the simple static heuristic solution by utilizing the order-up-to levels as the basis for shipping inventory to the retailer, so long as there is sufficient inventory at the warehouse. However, when initial inventory is ample and/or demand in the initial periods is lower than expected, a completely static policy can cause the retailer to forgo considerable gross margin, as we observed in preliminary tests. To ameliorate this problem, we propose an adjustment step that would be executed only if the sum of order-up-to levels in the remaining $T-t$ periods is smaller than the warehouse inventory level after replenishment. If this occurs, the adjustment entails sending the store an additional $y_{t}-\sum_{i \in\{t+1, \ldots, T\}} S_{i}$ units of inventory, where $y_{t}$ is the number of units available at the warehouse after replenishment. Observe that this is a conservative allocation because it protects enough inventory at the warehouse to cover the sum of the order-up-to levels in subsequent periods. As noted earlier, the expected leftover inventory is always positive due to our assumption of lost sales, so, in expectation, there will be more
inventory available to allocate, even after we implement this adjustment. We note that the need for these adjustments arises only if initial inventory is far above total expected demand or if demand turns out to be much lower than expected. Also, the calculations required for these adjustments are extremely simple and there is no need to perform any MVA-like calculations. A high-level flowchart of the modified static version of our heuristic appears in Figure 2.2.

### 2.3.2.1 Marginal Value Analysis Policy Improvement Step

In this subsection, we describe the policy improvement step which is implemented in both the second phase of the first iteration (which culminates in the simple static solution) as well as in the dynamic version of our heuristic in which order-up-to levels are adjusted after each demand is observed. We seek to reallocate available inventory across the periods such that marginal values of inventory in the various periods are as equal as possible. In order to do so, we must calculate the expected marginal value of inventory in each period for the current order-up-to vector, $\boldsymbol{S}$. The marginal value of inventory in a period is difficult to express exactly as it depends on not only the expected marginal gross margin if the incremental unit is sold in that period, but also the revenue and cost consequences if it is not sold and is carried forward to the next period.

We now present an approximation of the expected marginal value of inventory for any given order-up-to vector, $\boldsymbol{S}$. Let the expected marginal value of the $S_{t}^{t h}$ unit of inventory in period $t$ be denoted by $\Delta_{t}\left(S_{t}\right)$. For ease of exposition, we omit the dependence on the other elements of $\boldsymbol{S}$. Let $\tilde{p}_{t}=p_{t}-h_{w}(t-1)$ represent the effective price per unit in period $t$, which is the selling price in period $t$ less the cost of holding the unit in the warehouse until period $t$; given that the initial inventory is fixed and thus, the variable purchase costs are sunk, this is the maximum gross margin one can obtain from selling a unit in period $t$. We also define $h_{d}=h_{s}-h_{w}$ as the difference between holding a unit for one period at the retail store and at the warehouse.

Our formula for $\Delta_{t}\left(S_{t}\right)$ accounts for all of the possible revenue and cost outcomes associated with the $S_{t}$-th unit of inventory, some of them approximately. We first present the formula and then explain each term.

$$
\begin{align*}
\Delta_{t}\left(S_{t}\right):= & \left.\tilde{p}_{t} \operatorname{Pr}\left(D_{t} \geq S_{t}\right)-h_{d} \operatorname{Pr}\left(D_{t}<S_{t}\right)+\Delta_{t+1}\left(S_{t+1}+1\right)\right) \operatorname{Pr}\left(D_{t}<S_{t}-S_{t+1}\right) \\
& +\max _{i}\left\{\Delta_{i}\left(S_{i}+1\right) \mid i>t\right\} \operatorname{Pr}\left(S_{t}-S_{t+1} \leq D_{t}<S_{t}\right) \tag{2.4}
\end{align*}
$$

The first term is the expected marginal gross margin from the incremental unit, accounting for cases in which the observed demand exceeds the current $S_{t}$. The second term is the expected holding cost incurred due to holding the incremental unit at the store rather than the warehouse, accounting for situations in which observed demand is less than $S_{t}$ (so the incremental unit would not be sold). The third term accounts for situations in which $S_{t}>$
$S_{t+1}$ and observed demand is less than $S_{t}-S_{t+1}$. In such cases, leftover inventory in period $t$ would exceed the order-up-to level in period $t+1$ and an incremental unit of inventory beyond $S_{t+1}+1$ units would be expected to generate no more than $\Delta_{t+1}\left(S_{t+1}+1\right)$ in value, because successive units allocated to period $t+1$ provide weakly decreasing benefit. The third term is the probability of the aforementioned type of demand occurring multiplied by the upper bound on the incremental value, $\Delta_{t+1}\left(S_{t+1}+1\right)$. The last term accounts for situations in which a leftover unit is simply carried forward to the next period without being a unit in excess of $S_{t+1}$, which would occur when demand is large enough that the leftover inventory does not exceed $S_{t+1}$. One may think that the value of the incremental unit in period $t$ in such situations would be simply $\Delta_{t+1}\left(S_{t+1}+1\right)$, but it is not. The reason is that the availability of the incremental unit in period $t+1$ enables one to "save" one of the units at the warehouse for the best future period. This is why the fourth term contains the expression $\max _{i}\left\{\Delta_{i}\left(S_{i}+1\right) \mid i>t\right\}$ to capture the incremental value associated with the best future period. This value is multiplied by the probability of demand being in the proper interval for this economic outcome to be accurate. One implication of the above analysis is that the consequences of sending an "extra" unit to the store are minimal so long as the incremental unit does not cause an overshoot of the order-up-to levels in subsequent periods and does not cause depletion of warehouse inventory too early (which would make it impossible to ship enough to match the order-up-to levels in future periods, whose prices may be higher).

If the objective function is jointly unimodal in the $S_{i}$ values, the swaps in the policy improvement routine would guarantee an optimal allocation under our approximation of the marginal values. In reality, notable discontinuities (not just those due to the integrality of the $S$ value) in the approximate marginal values can arise when the swaps occur between consecutive periods if the swap reverses the relative magnitudes of the $S_{t}$ values. We have found that despite this limitation, our approximation is adequate for making the necessary comparisons.

During the policy improvement phase, we first compute the variance among the initial $\Delta_{t}\left(S_{t}\right)$ values given the order-up-to vector, $\boldsymbol{S}$, after the policy initialization phase. For each iteration in the policy improvement phase, we identify improvement opportunities as follows. Let

$$
j=\max _{t}\left\{\Delta_{t}\left(S_{t}+1\right), \forall t\right\} \text { and } k=\min _{t}\left\{\Delta_{t}\left(S_{t}\right), \forall t \in\left\{i \mid S_{i} \geq 1, \forall i\right\}\right\}
$$

Then $j$ indexes the period with the largest expected marginal value and $k$ indexes the period with the smallest expected marginal value among the periods whose order-up-to levels are strictly positive. If $\Delta_{j}\left(S_{j}+1\right)>\Delta_{k}\left(S_{k}\right) \geq 0$, an improvement opportunity exists and we increase $S_{j}$ by one unit and decrease $S_{k}$ by one unit. We then recompute the $\Delta_{t}\left(S_{t}\right)$ values and the variance among these values. This process continues and we search for improvements as long as the variance is decreasing and/or an improvement opportunity exists; otherwise the process terminates.

### 2.3.2.2 An Illustrative Example

Before presenting our numerical study, we utilize an example to illustrate the four steps of the dynamic version of our MVA heuristic. The problem parameters are: $T=3, N=1$ $\mathcal{C}=4, x_{1}^{0}=4, x_{1}^{1}=0, h_{w}=1, h_{s}=2, p_{1}=24, p_{2}=31, p_{3}=12$, and $\operatorname{Pr}\left(D_{1}\left(p_{1}\right)=\right.$ $i)=0.25, i \in\{0, \ldots, 3\}, \operatorname{Pr}\left(D_{2}\left(p_{2}\right)=i\right)=0.25, i \in\{0, \ldots, 3\}$ and $\operatorname{Pr}\left(D_{3}\left(p_{3}\right)=i\right)=$ $0.20, i \in\{0, \ldots, 4\}$. We show how to implement the dynamic version of the MVA heuristic for demand path $\{2,2,3\}$, which is initially unknown to the retailer.

For $t=1$ :
Step 1: Preprocess
We first determine initial systemwide inventory and effective prices as follows:

$$
\begin{gathered}
\mathcal{C}=x_{1}^{0}+x_{1}^{1}=4 \\
\tilde{p}_{1}=24 ; \tilde{p}_{2}=31-1=30 ; \tilde{p}_{3}=12-1(2)=10 .
\end{gathered}
$$

## Step 2: Policy Initialization

We calculate the initial $S_{t}$ values by iteratively allocating inventory to the period with the highest expected marginal gross margin, $\tilde{p}_{i} \operatorname{Pr}\left(D_{i}>S_{i}\right)$, using a greedy procedure. Table 2.1 shows the necessary calculations.

Table 2.1 Step 2: Calculations for Initializing $\boldsymbol{S}$ in Period 1

| Iteration | $\mathcal{C}$ | $S_{1}$ | $\tilde{p}_{1} \operatorname{Pr}\left(D_{1}>S_{1}\right)$ | $S_{2}$ | $\tilde{p}_{2} \operatorname{Pr}\left(D_{2}>S_{2}\right)$ | $S_{3}$ | $\tilde{p}_{3} \operatorname{Pr}\left(D_{3}>S_{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | 0 | 18 | 0 | 22.5 | 0 | 8 |
| 2 | 3 | 0 | 18 | 1 | 15 | 0 | 8 |
| 3 | 2 | 1 | 12 | 1 | 15 | 0 | 8 |
| 4 | 1 | 1 | 12 | 2 | 7.5 | 0 | 8 |
| 5 | 0 | 2 | 6 | 2 | 7.5 | 0 | 8 |

At the beginning of iteration 1 , there are 4 units of inventory available. We calculate the expected marginal gross margin for each period and increase $S_{2}$, the order-up-to level in the period with the highest such value, by one unit. We repeat the process iteratively, calculating $\tilde{p}_{i} \operatorname{Pr}\left(D_{i}>S_{i}\right)$ for all $i$ and allocating inventory to the period with the highest expected marginal gross margin, until all units of inventory are assigned.

We then take into account the positive expected end-of-period inventory. Under the current order-up-to level policy, $\left\{S_{t}\right\}_{t=1}^{3}$, expected sales is: $\sum_{t=1}^{3} \mathbb{E}\left[\min \left(D_{t}, S_{t}\right)\right]=2.5<\mathcal{C}$. We compute the total expected leftover inventory across all periods, and iteratively allocate the aggregate leftovers, rounding up to the nearest integer, in the same way as described above until total expected sales reaches the initial inventory level. This step ensures that,
in expectation, all of the initial inventory will be sent to the store during the selling season. We show the necessary calculations in Table 2.2.

Table 2.2 Step 2: Calculations for Initializing $\boldsymbol{S}$ (Adjustment) in Period 1

| Iter. | $S_{1}$ | $\tilde{p}_{1} \operatorname{Pr}\left(D_{1}>S_{1}\right)$ | $S_{2}$ | $\tilde{p}_{2} \operatorname{Pr}\left(D_{2}>S_{2}\right)$ | $S_{3}$ | $\tilde{p}_{3} \operatorname{Pr}\left(D_{3}>S_{3}\right)$ | Expected <br> Sales |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 2 | 6 | 2 | 7.5 | 0 | 8 | 2.5 |
| 6 | 2 | 6 | 2 | 7.5 | 1 | 6 | 3.3 |
| 7 | 2 | 6 | 3 | 0 | 1 | 6 | 3.55 |
| 8 | 3 | 0 | 3 | 0 | 1 | 6 | 3.8 |
| 9 | 3 | 0 | 3 | 0 | 2 | 4 | 4.4 |

After the adjustment procedure, the order-up-to vector, $\boldsymbol{S}$, is $\{3,3,2\}$.

## Step 3: Policy Improvement

In the policy improvement step, we refine the order-up-to policy, taking into account all possible revenue and cost outcomes and their associated probabilities of occurring. We calculate the expected marginal value of inventory in each period under the order-up-to levels, $\left\{\Delta_{t}\left(S_{t}\right)\right\}_{t=1}^{3}$, and the expected marginal value of inventory in each period $t$ if an additional unit of inventory is assigned, $\left\{\Delta_{t}\left(S_{t}+1\right)\right\}_{t=1}^{3}$. With these values, we can determine whether increasing the order-up-to level by one unit in one period and decreasing it by one unit in another will reduce the variance among the resulting $\Delta_{t}\left(S_{t}\right)$ values, in which case we would expect an improvement in the total expected gross margin. The improvement procedure terminates when no further opportunities exist. Table 2.3 shows the necessary calculations.

Table 2.3 Step 3: Calculations for Improvement Procedure in Period 1

| Iteration | $S_{1}$ | $\Delta_{1}\left(S_{1}\right), \Delta_{1}\left(S_{1}+1\right)$ | $S_{2}$ | $\Delta_{2}\left(S_{2}\right), \Delta_{2}\left(S_{2}+1\right)$ | $S_{3}$ | $\Delta_{3}\left(S_{3}\right), \Delta_{3}\left(S_{3}+1\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | $7.05,1.4$ | 3 | $9.3,2.4$ | 2 | $5.6,3.4$ |

At this point, there are no improvement opportunities as the marginal values for assigning an additional unit, $\Delta_{t}\left(S_{t}+1\right), \forall t$, are strictly less than the marginal value of inventory under the current order-up-to levels, so increasing one order-up-to level and decreasing another cannot improve the solution.

Step 4: Inventory Allocation
$S_{1}=3, \mathcal{C}=4, x_{1}^{0}=4$ and $x_{1}^{1}=0$ so the retailer sends three units of inventory to the store, i.e., $q_{1}=3$.

For $t=2$ :
At the beginning of period 2, the retailer determines an updated heuristic solution by implementing Steps 1 through 4 described above. For brevity, we present an abbreviated discussion below.

Step 1: Preprocess
We have $d_{1}=2$, so

$$
\begin{gathered}
x_{2}^{0}=1 \text { and } x_{2}^{1}=1 \text { so } \mathcal{C}=2 \\
\tilde{p}_{2}=31 ; \tilde{p}_{3}=12-1=11
\end{gathered}
$$

Note that $\tilde{p}_{2}$ and $\tilde{p}_{3}$ differ from those utilized in period 1 as the cost of holding inventory during period 1 is now sunk.

## Step 2: Policy Initialization

Table 2.4 presents the necessary calculations.
Table 2.4 Step 2: Calculations for Initializing $\boldsymbol{S}$ in Period 2

| Iteration | $\mathcal{C}$ | $S_{2}$ | $\tilde{p}_{2} \operatorname{Pr}\left(D_{2}>S_{2}\right)$ | $S_{3}$ | $\tilde{p}_{3} \operatorname{Pr}\left(D_{3}>S_{3}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0 | 23.25 | 0 | 8.8 |
| 2 | 1 | 1 | 15.5 | 0 | 8.8 |
| 3 | 0 | 2 | 7.75 | 0 | 8.8 |

In iteration 1, we assign a unit of inventory to period 2 because the expected marginal value of inventory is higher than that of period 3. We repeat the calculation and assignment until all available units of inventory are assigned. We must once again take into account the positive expected end-of-period inventory effects. Under the current order-up-to level policy, $\left\{S_{t}\right\}_{t=2}^{3}$, expected sales is: $\sum_{t=2}^{3} \mathbb{E}\left[\min \left(D_{t}, S_{t}\right)\right]=1.25<\mathcal{C}$. We compute the total expected leftover inventory in all periods, and iteratively allocate inventory until expected sales is greater or equal to the initial inventory level. We show the necessary calculations in Table 2.5.

Table 2.5 Step 2: Calculations for Initializing $\boldsymbol{S}$ (Adjustment) in Period 2

| Iteration | $S_{2}$ | $\tilde{p}_{2} \operatorname{Pr}\left(D_{2}>S_{2}\right)$ | $S_{3}$ | $\tilde{p}_{3} \operatorname{Pr}\left(D_{3}>S_{3}\right)$ | Expected Sales |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 2 | 7.75 | 0 | 8.8 | 1.25 |
| 4 | 2 | 7.75 | 1 | 6.6 | 2.05 |

After the adjustment procedure, the order-up-to vector for the remaining periods in the horizon, $\boldsymbol{S}$, is $\{2,1\}$.

## Step 3: Policy Improvement

Table 2.6 presents the necessary calculations.
Table 2.6 Step 3: Calculations for Improvement Procedure in Period 2

| Iteration | $S_{2}$ | $\Delta_{2}\left(S_{2}\right), \Delta_{2}\left(S_{2}+1\right)$ | $S_{3}$ | $\Delta_{3}\left(S_{3}\right), \Delta_{3}\left(S_{3}+1\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | $18.6,11.65$ | 1 | $8.6,6.2$ |
| 2 | 3 | $13.45,7.6$ | 0 | $11,8.6$ |

Because $\Delta_{2}\left(S_{2}+1\right)>\Delta_{3}\left(S_{3}\right)$ under the order-up-to policy obtained in Step 2, an improvement opportunity exists; we increase $S_{2}$ by 1 and decrease $S_{3}$ by 1 to improve the order-up-to policy. MVA terminates as there are no further improvement opportunities.

## Step 4: Inventory Allocation

$S_{2}=3, \mathcal{C}=2, x_{2}^{1}=1$ and $x_{2}^{0}=1$ so the retailer sends 1 unit of inventory to the store, i.e., $q_{t}=1$. We have $d=2$, so all inventory is depleted and the MVA heuristic terminates. The inventory in period 3 is zero.

### 2.4 Numerical Study for the Single-Store Setting

In this section, we report on the performance of the MVA heuristic for a variety of realistic numerical examples and explore the impact of the price trajectory and the pattern of demand uncertainty over the course of the horizon. We first consider MVA's performance when the retailer faces different price trajectories with the same coefficient of variation of demand uncertainty throughout the horizon. We then explore the robustness of the heuristic to different patterns of demand uncertainty over the horizon. We compare MVA to two benchmark policies, one based on a theoretical upper bound and one industry benchmark.

The theoretical upper bound is based on a relaxation of our problem in which all of the inventory is held at a single location from which it can be sold and there is infinite backroom storage. This relaxation is equivalent to the revenue management problem addressed by Robinson (1995), which allows time-varying prices and for which the optimal solution can be expressed analytically and computed efficiently. In the remainder of the chapter, we refer to the upper bound obtained from Robinson's algorithm as the Robinson upper bound.

The industry benchmark that we use is the best constant service level policy (BCSLP), where service level is defined as the probability of not stocking out (at the retailer) in a period. The firm that motivated our research has been using a constant service level policy with a managerially-selected service level. The BCSLP is the best of such policies obtained via a grid search over a wide range of service levels. As such, it provides a practical upper bound on what the firm could hope to achieve. In all of our numerical examples, we consider service levels from $60 \%$ to $97.5 \%$ in $2.5 \%$ increments.

In all of our numerical studies, we perform 100 simulation runs for each combination of problem parameters from which we estimate the expected gross margin of any policy, accounting for revenue, inventory holding costs and unit costs, by calculating the average across the simulation runs.

### 2.4.1 Impact of Price Trajectories on MVA Performance

We now report on the performance of MVA for four price trajectories: (1) high-low pricing, (2) regular price with pre-season and in-season promotions, (3) markdown pricing and (4) high-amplitude non-monotonic price trajectory. The first three price trajectories are similar to those seen in practice, while the last price trajectory poses a challenging combination of conditions.

The four examples differ in their price trajectories well as the horizon lengths, but share the following parameters: $N=1, c=25, h_{w}=0.25, h_{s}=0.5, D_{t}=A p_{t}^{-b} \xi_{t}$, where $A=100000, b=-1.5, \xi_{t} \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$, where $\mu=1, \sigma / \mu=0.3$ and $\alpha=0.5,0.6, \ldots, 1.5$. The demand random noise terms, $\xi_{t}$, are assumed to be independently and identically distributed. For each $\alpha$, we set the order quantity, $C$, to $\alpha$ times the sum of expected demands in profitable periods. We note that if the price in any period is equal to the purchase cost, then, because retailer incurs inventory holding costs, any inventory sold in that period incurs a net loss. The parameter $\alpha$ can be interpreted as the fraction of profitable demand covered by the order from the supplier, and we henceforth refer to it as the stocking factor. The prices and demand parameters for the four examples appear in Tables 2.7 through 2.10.

Table 2.7 Prices and Demand Parameters for Example 1

| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 50 | 282.8 | 84.9 |
| 2 | 40 | 395.3 | 118.0 |
| 3 | 50 | 282.8 | 84.9 |
| 4 | 40 | 395.3 | 118.0 |
| 5 | 30 | 608.6 | 181.6 |

Table 2.8 Prices and Demand Parameters for Example 2

| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 40 | 395.3 | 118.0 |
| 2 | 50 | 282.8 | 84.9 |
| 3 | 50 | 282.8 | 84.9 |
| 4 | 40 | 395.3 | 118.0 |
| 5 | 50 | 282.8 | 84.9 |
| 6 | 50 | 282.8 | 84.9 |
| 7 | 50 | 282.8 | 84.9 |
| 8 | 20 | 1118.0 | 335.4 |

Table 2.9 Prices and Demand Parameters for Example 3

| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 50 | 282.8 | 84.4 |
| 2 | 50 | 282.8 | 84.4 |
| 3 | 45 | 331.3 | 99.4 |
| 4 | 45 | 331.3 | 99.4 |
| 5 | 40 | 395.3 | 118.6 |
| 6 | 40 | 395.3 | 118.6 |
| 7 | 30 | 608.6 | 182.6 |
| 8 | 30 | 608.6 | 182.6 |
| 9 | 20 | 1118.0 | 335.4 |

Table 2.10 Prices and Demand Parameters for Example 4

| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 50 | 282.8 | 84.9 |
| 2 | 60 | 215.2 | 64.5 |
| 3 | 60 | 215.2 | 64.5 |
| 4 | 40 | 395.3 | 118.6 |
| 5 | 50 | 282.8 | 84.9 |
| 6 | 60 | 215.2 | 64.5 |
| 7 | 50 | 282.8 | 84.9 |
| 8 | 20 | 1118.0 | 335.4 |

Results for the four examples are shown in Figures 2.3(a), 2.3(b), 2.3(c), and 2.3(d), respectively. In each subfigure in Figure 2.3, we plot the ratio of the expected gross margin from MVA (red dashed line) and BCSLP (blue dashed line with dots as markers) to that from the Robinson upper bound at each stocking factor level. The results suggest that the
performance of BCSLP is comparable to that of MVA for settings in which it is not optimal to hold back inventory due to price changes, such as in the case of monotonically nonincreasing prices, but the performance of MVA is superior for settings with non-monotonic trajectories. In the third example, which has monotonically non-increasing prices, unless inventory holding costs are extremely high, there is no incentive for the retailer to withhold inventory for future periods, as prices weakly decline over the horizon. In other words, the retailer can do no better than if he sets high service levels throughout the selling season in order to sell the units as soon as possible.


Figure 2.3 Gross Margin Performance of MVA and Best Constant Service Level Policy versus an Upper Bound

Under non-monotonic price trajectories, however, the retailer can reap significant benefits by intelligently holding back inventory for future high-price periods. Using MVA, the retailer implicitly sets varying service levels in alignment with the selling price in the current and immediately succeeding period, while under BCSLP, the retailer sets a "one-size-fits-all"
service level for the entire horizon, thus making too much inventory available for purchase in low-price periods, thereby putting at risk availability during later high-price periods. When the stocking factor is intermediate to high, MVA and BCSLP perform similarly but the difference in performance is particularly significant when the retailer starts with low to intermediate levels of the stocking factor. In practice, retailers offer thousands of distinct products and face a budget constraint when deciding initial order quantities, and as such, low to intermediate stocking factor levels are common - exactly the conditions under which careful inventory allocation is most valuable.

To evaluate the statistical significance of the difference between the expected gross margin from the MVA solution and that from the benchmark(s), we perform the sign test (Howell, 2007), which is a non-parametric test that requires very few assumptions about the distribution of the data. In our study, the null hypothesis is that MVA and a benchmark achieve the same gross margin. If the null hypothesis is true, one would expect MVA to outperform a benchmark in $50 \%$ of the simulation runs and we would expect the number of simulation runs in which MVA outperforms a benchmark in a total of $m$ simulation runs to follow the binomial distribution $\operatorname{Bin}(m, 0.5)$. We can therefore use the standard binomial test to calculate statistical significance. In the interest of brevity, we do not report details. However, when examining our results, it is safe to infer that when MVA outperforms a benchmark by $5 \%$ on the average, the null hypothesis can be rejected at the $5 \%$ significance level.

To evaluate MVA against a practical approximation of the optimal solution, for six threeperiod problems (two price trajectories and three stocking factor levels), we compare solutions obtained using MVA with the best solution that can be found via a grid search over a ranges of order-up-to levels in each period. The results show that the expected gross margin for solutions from MVA are within $0.5 \%$ of those obtained from the grid search. Further details can be found in Appendix A.

### 2.4.2 Impact of Degree and Pattern of Demand Uncertainty on MVA Performance

Results from the numerical examples thus far suggest that the MVA heuristic performs well even for non-monotonic price trajectories. We now present additional numerical studies to demonstrate its robustness to different degrees and patterns of demand uncertainty during the selling horizon. In the earlier examples, the multiplicative random noise random variables were i.i.d. and with a high coefficient of variation $(\sigma / \mu=0.3)$. In this subsection, we first vary the magnitude of the coefficient of variation, still holding it constant across periods, and then consider non-i.i.d. multiplicative random noise terms.

Before doing so, we first present baseline results. All problems in this section share the following parameters: $N=1, c=25, h_{w}=0.25, h_{s}=0.5, D_{t}=A p_{t}^{-b} \xi_{t}$, where $A=100000, b=-1.5, \xi_{t} \sim \mathcal{N}\left(\mu, \sigma_{t}^{2}\right), \mu=1$ and $\alpha=0.5,0.6, \ldots, 1.5$. Note that $\sigma_{t}$ is not
fixed and the pertinent value(s) will be specified for each problem instance. For each stocking level $\alpha$, we set the order quantity, $C$, to $\alpha$ times the sum of expected demands in profitable periods. We present the prices and demand parameters for the three price trajectories in Table 2.11. In the remainder of the paper, we refer to the price trajectories for Examples 5, 6 and 7 as price trajectories 5, 6 and 7, respectively. For the baseline results, we use $\sigma_{t}=0.2$ for all $t$ with $\mu_{t}$ held constant at 1.0. Results are shown in Figure 2.4. Results obtained when varying the coefficient of variation appear in Figures 2.10 and 2.11 in Appendix B.

Table 2.11 Prices and Demand Parameters for Examples 5, 6, and 7

|  | Example 5 |  | Example 6 |  | Example 7 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | Price $\left(p_{t}\right)$ | Expected <br> Demand $\left(\mu_{t}^{D}\right)$ | Price $\left(p_{t}\right)$ | Expected <br> Demand $\left(\mu_{t}^{D}\right)$ | Price $\left(p_{t}\right)$ | Expected <br> Demand $\left(\mu_{t}^{D}\right)$ |
| 1 | 50 | 282.8 | 40 | 395.3 | 35 | 483.0 |
| 2 | 40 | 395.3 | 60 | 215.2 | 50 | 282.8 |
| 3 | 50 | 282.8 | 60 | 215.2 | 50 | 282.8 |
| 4 | 40 | 395.3 | 40 | 395.3 | 40 | 395.3 |
| 5 | 50 | 282.8 | 50 | 282.8 | 50 | 282.8 |
| 6 | 40 | 395.3 | 60 | 215.2 | 50 | 282.8 |
| 7 | 25 | 800.0 | 25 | 800.0 | 25 | 800.0 |

The results for Examples 5 and 6 are consistent with those of the first four examples: for low to intermediate levels of the stocking factor, MVA's performance is far superior to that of BCSLP; for intermediate to high levels of stocking factor, MVA's performance is still marginally better but BCSLP also performs quite well, as the retailer can simply set high service levels to maximize sell-through during the selling season. Example 7, however shows that BCSLP may outperform MVA when the retailer starts the season with intermediate levels of the stocking factor. In this particular case, the weaker performance of MVA can be attributed to the following reason. With the price in the first period being lower than in any other period but the markdown period, the MVA heuristic generates a solution in which the order-up-to level in the first period is only 458, which is less than the mean demand. This turns out to be too low considering that any leftovers incur low holding costs and could be sold at a much higher price in the subsequent period. The approximation of the expected marginal value of inventory in the MVA heuristic works well in most settings, but doesn't explicitly account for the value of time. It is intuitive that inventory allocations made earlier in the horizon have a better chance of being sold and being sold at a high price than in the final-period markdown price or a price of zero if unsold, but the MVA heuristic does not account for the number of periods remaining in the horizon except near the end of the horizon. Further research is needed to modify MVA to account for the number of periods remaining.


Figure 2.4 Gross Margin Performance of MVA and Best Constant Service Level Policy versus an Upper Bound for $\sigma=0.2$

### 2.4.2.1 Impact of Coefficient of Variation

We now investigate how the degree of demand uncertainty affects the performance of MVA versus the other benchmarks. In apparel retailing, demand uncertainty is known to be high (Agrawal and Smith (1996)). For this reason, we focus on numerical examples with this characteristic, and study the performance of the MVA heuristic for a range of levels of the coefficient of variation, where $\frac{\sigma}{\mu}=0.1,0.2,0.3$, with the coefficient of variation held constant across all periods. Figures $2.5(\mathrm{a}), 2.5(\mathrm{~b})$, and $2.5(\mathrm{c})$, show plots of the performance of MVA for different levels of coefficient of variation of demand for Examples 5, 6 and 7, respectively. The results clearly indicate that the performance of MVA declines steadily but slowly as the coefficient of variation increases. This is not surprising, as the problem becomes more challenging as demand uncertainty grows. More importantly, our results suggests that MVA's performance is fairly robust to varying magnitudes of demand uncertainty.


Figure 2.5 Gross Margin Performance of MVA versus an Upper Bound for Different Levels of the Coefficient of Variation

### 2.4.2.2 Impact of Non-I.I.D. Multiplicative Random Noise Random Variables

In practice, the magnitude of demand uncertainty is often time-varying. For example, demand uncertainty for a new product is typically larger immediately after launch but gradually decreases during the selling season. In this subsection, we analyze MVA's performance in the presence of non-i.i.d. random noise. We consider patterns with decreasing demand uncertainty and fluctuating demand uncertainty during the selling season. For the former case, the standard deviation of the random noise term declines linearly with time, specifically, $\left\{\sigma_{t}\right\}_{t=1}^{7}=\{0.3,0.267,0.233,0.2,0.167,0.133,0.1\}$. For the latter case, the standard deviation of the random noise term in full-price periods is 0.3 , while the standard deviation in promotional periods is 0.1 . Under the assumption of lost sales, the latter case is quite challenging because periods with a high price (and thus low mean demand) and high demand
variance precede periods with a low price (and thus high mean demand) and low demand variance. In such a case, it is usually desirable to choose an order-up-to level much higher than the mean in the high-price periods, but observed demand may be very low, thus leaving large amounts of leftover inventory available for sale in low-price periods. The results for the case of decreasing demand uncertainty are presented in Figure 2.6, and those for the case of fluctuating demand uncertainty are presented in Figure 2.7.



Figure 2.7 Gross Margin Performance of MVA and Best Constant Service Level Policy versus an Upper Bound with Non-Stationary Demand Uncertainty During the Selling Season

MVA's performance is similar to that under the base case with constant demand uncertainty. For Examples 5 and 6, neither pattern of demand uncertainty leads to a major deterioration in MVA's performance. We do observe a notable decline in performance for Example 7 at intermediate stocking factor levels. Interestingly, this pattern does not arise when the price in period 1 is set to 40 . Therefore, the dip in the performance curve for MVA for Example 7 can be attributed to the low price in the first period. The deterioration in MVA's performance is due to the same reasons as we explained earlier: too conservative an allocation in period 1. Nevertheless, we observed a performance gap no worse than $12 \%$ when compared to that of the Robinson upper bound. These results suggest that MVA's performance is robust to time-varying demand uncertainty, but care should be taken to avoid making too conservative an allocation to the store in early, low-price periods, even when the demand uncertainty in those periods is high. An adjustment to the MVA algorithm for situations of this type may be warranted.

### 2.5 Single-Warehouse Multiple-Store Inventory Allocation Problem

In this subsection, we discuss the inventory allocation problem for the single-warehouse multi-store setting and extend the MVA heuristic to handle multiple stores. The main idea underlying the algorithm remains unchanged and is based on the principle that available inventory should be allocated such that the incremental benefit from a marginal unit of inventory is the same across all stores and periods; otherwise, a reallocation would increase expected gross margin.

We consider a firm that procures and sells a single good over $T$ periods at stores indexed by $n=1, \ldots, N$. Our first task is to extend our approximation of the marginal value of inventory for any given set of order-up-to trajectories, $S_{t}^{n}, t=1, \ldots T$ for $n=1, \ldots, N$. Let the marginal expected value of the $S_{t}^{n}$-th unit of inventory in period $t$ and store $n$ be $\Delta_{t}^{n}\left(S_{t}^{n}\right)$. Let $\tilde{p}_{t}^{n}=p_{t}^{n}-h_{w}(t-1)$ represent the effective price from a unit sold at store $n$ during period $t$, which is the selling price at store $n$ during period $t$ less the cost of holding the unit in the warehouse until period $t$; given a fixed initial inventory and therefore sunk variable purchasing costs, this is the maximum gross margin one can obtain from selling a unit in store $n$ during period $t$.

The formula for $\Delta_{t}^{n}\left(S_{t}^{n}\right)$ must now account for all of the possible revenue and cost outcomes-at all stores in all periods-associated with the $S_{t}^{n}$-th unit of inventory for store $n$ in the $t$-th period. We present the formulation and then explain each term.

$$
\begin{align*}
\Delta_{t}^{n}\left(S_{t}^{n}\right):= & \left.\tilde{p}_{t}^{n} \operatorname{Pr}\left(D_{t}^{n} \geq S_{t}^{n}\right)-h_{d} \operatorname{Pr}\left(D_{t}^{n}<S_{t}^{n}\right)+\Delta_{t+1}^{n}\left(S_{t+1}^{n}+1\right)\right) \operatorname{Pr}\left(D_{t}^{n}<S_{t}^{n}-S_{t+1}^{n}\right) \\
& +\max _{i, j}\left\{\Delta_{i}^{j}\left(S_{i}^{j}+1\right) \mid i>t, j \in\{1, \ldots, N\}\right\} \operatorname{Pr}\left(S_{t}^{n}-S_{t+1}^{n} \leq D_{t}^{n}<S_{t}\right) \tag{2.5}
\end{align*}
$$

The first term is the expected marginal gross margin from the incremental unit, accounting for cases in which the observed demand exceeds the current $S_{t}^{n}$. The second term is the expected holding cost incurred due to holding the incremental unit at the store rather than at the warehouse, accounting for situations in which observed demand is less than $S_{t}^{n}$ (so the incremental unit would not be sold). The third term accounts for situations in which $S_{t}^{n}>S_{t+1}^{n}$ and observed demand is less than $S_{t}^{n}-S_{t+1}^{n}$. In such cases, leftover inventory in period $t$ would exceed the order-up-to level in period $t+1$ and the unit of inventory would be expected to generate at most $\Delta_{t+1}^{n}\left(S_{t+1}^{n}+1\right)$. (We explained earlier why this is an upper bound.) The third term is the probability of such an event occurring multiplied by the incremental value $\Delta_{t+1}\left(S_{t+1}+1\right)$. The last term accounts for situations in which the incremental unit in period $t$ is left over (i.e., $D_{t}^{n}<S_{t}^{n}$ ) but is simply carried forward to the next period without being a unit in excess of $S_{t+1}^{n}$. Such a unit of inventory can be utilized indirectly for the best future opportunity at all stores in all future time periods because it substitutes for a unit that would otherwise have to be sent from the warehouse to the store;
this explains the max expression. The last term in the approximation is, in fact, the main difference between single-store and multiple-store settings, i.e., in the latter, the retailer can capture the incremental value associated with the best future period at the best store. In the remainder of this subsection, we examine the performance of MVA in the multiple-store setting.

### 2.5.1 Numerical Study for the Two-Store Setting

Similarly to the numerical study presented in Section 2.4, we compare MVA's performance against an upper bound which is obtained by aggregating the locations and relaxing the no backroom assumption, which allows us to reduce the original problem to an equivalent revenue management problem studied by Robinson (1995) with a modification to account for the two-store setting, and to the best constant service level policy. For the Robinson upper bound analysis, we incorporate another relaxation that allows the retailer to make allocations to stores in decreasing order of their offered prices in each period, with ties broken arbitrarily. Because it may be difficult for a retailer to implement the dynamic version of MVA in a multi-store setting, we also report on the performance of the modified static MVA to examine its viability as an inventory allocation policy when the dynamic version cannot be implemented.

For simplicity, we focus our numerical study on problems involving two stores. We use the following four types of price trajectories in our study: (i) identical in-phase Hi-Lo pricing, (ii) out-of-phase Hi-Lo pricing, (iii) Hi-Lo pricing at one store and constant pricing at the other, and (iv) non-identical in-phase Hi-Lo pricing. The numerical examples differ with respect to the price trajectories but share the following parameters: $T=7, h_{w}=0.25$, $h_{s}=0.50$ and $c=25$. Also, as before, $C$ is equal to $\alpha$ times the total expected demand in profitable periods for $\alpha \in\{0.5,0.6, \ldots, 1.5\}$. For each store, $D_{t}^{i}=A\left(p_{t}^{i}\right)^{-b} \xi_{t}$, where $A=100000, b=-1.5, \xi_{t} \sim \mathcal{N}\left(\mu, \sigma^{2}\right), \forall t \in\{1,2,3,4,5,6,7\}$, where $\mu=1$ and $\sigma=0.3$. The prices and demand parameters for the examples are presented in Tables 2.12 through 2.18.

1. Example 8: In-Phase Hi-Lo Pricing with Identical Price Trajectories

Table 2.12 Prices and Demand Parameters for Stores 1 and 2 (Example 8)

|  |  | Demand Statistics |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |  |
| 1 | 50 | 282.8 | 84.9 |  |
| 2 | 40 | 395.3 | 118.0 |  |
| 3 | 50 | 282.8 | 84.9 |  |
| 4 | 40 | 395.3 | 118.0 |  |
| 5 | 50 | 282.8 | 84.9 |  |
| 6 | 40 | 395.3 | 118.0 |  |
| 7 | 25 | 800.0 | 240.0 |  |

2. Example 9: Out-of-Phase Hi-Lo Pricing (Hi Price and Low Price are the Same at Both Stores

Table 2.13 Prices and Demand Parameters for Store 1 (Example 9)
Demand Statistics

| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 40 | 395.3 | 118.0 |
| 2 | 50 | 282.8 | 84.9 |
| 3 | 40 | 395.3 | 118.0 |
| 4 | 50 | 282.8 | 84.9 |
| 5 | 40 | 395.3 | 118.0 |
| 6 | 50 | 282.8 | 84.9 |
| 7 | 25 | 800.0 | 240.0 |

Table 2.14 Prices and Demand Parameters for Store 2 (Example 9)

|  |  | Demand Statistics |  |
| :---: | :---: | :---: | :---: |
| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| 1 | 50 | 282.8 | 84.9 |
| 2 | 40 | 395.3 | 118.0 |
| 3 | 50 | 282.8 | 84.9 |
| 4 | 40 | 395.3 | 118.0 |
| 5 | 50 | 282.8 | 84.9 |
| 6 | 40. | 395.3 | 118.0 |
| 7 | 25 | 800.0 | 240.0 |

3. Example 10: Hi-Lo vs Constant Pricing

Table 2.15 Prices and Demand Parameters for Store 1 (Example 10)

|  |  | Demand Statistics |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |  |
| 1 | 50 | 282.8 | 84.9 |  |
| 2 | 40 | 395.3 | 118.0 |  |
| 3 | 50 | 282.8 | 84.9 |  |
| 4 | 40 | 395.3 | 118.0 |  |
| 5 | 50 | 282.8 | 84.9 |  |
| 6 | 40 | 395.3 | 118.0 |  |
| 7 | 25 | 800.0 | 240.0 |  |

Table 2.16 Prices and Demand Parameters for Store 2 (Example 10)

|  |  | Demand Statistics |  |
| :---: | :---: | :---: | :---: |
| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| 1 | 45 | 331.3 | 99.4 |
| 2 | 45 | 331.1 | 99.4 |
| 3 | 45 | 331.1 | 99.4 |
| 4 | 45 | 331.1 | 99.4 |
| 5 | 45 | 331.1 | 99.4 |
| 6 | 45 | 331.1 | 99.4 |
| 7 | 25 | 800.0 | 240.0 |

4. Example 11: In-Phase Hi-Lo Pricing with Non-Identical Price Trajectories

Table 2.17 Prices and Demand Parameters for Store 1 (Example 11)

|  |  | Demand Statistics |  |
| :---: | :---: | :---: | :---: |
| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| 1 | 60 | 215.2 | 64.5 |
| 2 | 30 | 608.6 | 182.6 |
| 3 | 60 | 215.2 | 64.5 |
| 4 | 30 | 608.6 | 182.6 |
| 5 | 60 | 215.2 | 64.5 |
| 6 | 30 | 608.6 | 182.6 |
| 7 | 25 | 800.0 | 240.0 |

Table 2.18 Prices and Demand Parameters for Store 2 (Example 11)

|  |  | Demand Statistics |  |
| :---: | :---: | :---: | :---: |
| Period $(t)$ | Price $\left(p_{t}\right)$ | Expected Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of Demand $\left(\sigma_{t}^{D}\right)$ |
| 1 | 50 | 282.8 | 84.9 |
| 2 | 40 | 395.3 | 118.0 |
| 3 | 50 | 282.8 | 84.9 |
| 4 | 40 | 395.3 | 118.0 |
| 5 | 50 | 282.8 | 84.9 |
| 6 | 40 | 395.3 | 118.0 |
| 7 | 25 | 800.0 | 240.0 |



Figure 2.8 Performance Comparison: (a) In-Phase Hi-Lo Pricing with Identical Price Trajectories, (b) Out-Of-Phase Hi-Lo Pricing, (c) Hi-Lo vs Constant Pricing, (d) Hi-Lo Pricing with Non-Identical Price Trajectories

Performance results for the MVA heuristic in the two-store problems are shown in Figure 2.8. In the figure, each subfigure provides a graphical comparison of the performance of the dynamic MVA (dashed red line) and modified static MVA (solid green line) heuristics, and BCSLP (dashed blue line with dots as markers). As in the single-store problems, the dynamic MVA heuristic performs well, producing expected gross margins close to the respective Robinson upper bounds. Not surprisingly, the modified static MVA heuristic does not perform as well as the dynamic version, but still significantly outperforms BCSLP a great majority of the time.

As Figure 2.8(d) shows, the differences among the heuristic solutions are most prominent when the initial inventory level is low and/or the price differences across stores and periods are large. For these numerical examples, if the retailer sets the same service level at both stores even if they offer different prices, he would order up to a larger quantity when the price is 30 than when the price is 60 (due to the fact that both the mean and variance of demand are high when the price is 30 ). This would increase the risk of stocking out well before the end of the selling season, which would cause the retailer to forgo the opportunity to sell the inventory at a higher price in a later period and/or different location. Interestingly, the modified static version of MVA performs nearly as well as the dynamic MVA for stocking factors of 0.9 or smaller. The order-up-to levels for the simple static MVA solution can be computed off-line in advance, and the additional calculation for the modified static MVA are simple additions and subtractions, and thus, could be implemented without difficulty.

To summarize, the numerical examples collectively show that even the modified static MVA outperforms BCSLP when the stocking factor is low to intermediate, and the dynamic MVA performs quite well over the full range of stocking factor levels. BCSLP works well for monotonically decreasing price trajectories because, in such settings, a "push" strategy is optimal, which can be implemented via a high constant service level. However, it does not perform well for non-monotonic trajectories.

### 2.6 Procurement Problem

We now address the retailer's pre-season procurement problem under the assumption that the MVA heuristic will be used for inventory allocation. The main challenge in choosing the procurement quantity is that the recourse actions are complex - spanning multiple periods and, where appropriate, across multiple locations. Due to the two-echelon supply chain in our problem context, and the fact that inventory is allocated to the store(s) over multiple time periods contingent on demand outcomes, writing an exact formulation for the retailer's procurement problem is essentially impossible. For this reason, we develop a heuristic for a generalization of the newsvendor problem that captures most of the key high-level tradeoffs in our model. Our heuristic is in the spirit of the ideas in Cachon and Kök (2007), but we explicitly account for the known price in the markdown periods(s) and zero salvage value for
unsold inventory, whereas their aim is to find salvage values that lead to the optimal order quantity. We present a model for the case of a single retail store but an extension to consider multiple stores is conceptually straightforward.

One salient feature of real-world multi-period newsvendor-like problems is that there is no single salvage value. The product may be sold at a low price during the last (or last few) period(s) in the selling season, but any leftovers at the end of the selling season must be salvaged at a much lower price, possibly zero. The number of units sold at either of these salvage values depends on the order quantity and the demand distribution. We present a modified newsvendor model that involves an approximation in which we collapse the supply chain to a single location and partition the selling season into two stages: the regular season and the final markdown period (we use period $T$ alone here, but the final markdown period could span multiple time periods, in which case the season would be partitioned differently).

We assume, as an approximation, that the inventory is sold at a fixed constant price, $\hat{p}$, during the regular season and at a price of $p_{T}$ during the final markdown period, where $\hat{p}$ can be approximated by the demand-weighted average of prices in the profitable periods during the regular season. (For ease of exposition, we assume that the product is profitable during all periods during the regular season.) The demand random variable for the first stage is approximated as $D_{\text {Reg }}=\sum_{t=1}^{T-1} D_{t}$ and the demand random variable for the final markdown period is represented as $D_{T}$, where we have suppressed the dependence on the fixed prices. $D_{\text {Reg }}$ and $D_{T}$ are assumed to be independent and have cumulative distributions $F_{\text {Reg }}(\cdot)$ and $F_{T}(\cdot)$ respectively, which we assume are continuous and twice differentiable. (Accordingly, we denote the probability density functions of $D_{\text {Reg }}$ and $D_{T}$ as $f_{\text {Reg }}(\cdot)$ and $f_{T}(\cdot)$, respectively.) The observed values of $D_{R e g}$ and $D_{T}$ are denoted by $d_{r e g}$ and $d_{T}$, respectively. Three types of demand outcomes may occur during the selling season. First, demand during the regular season may exceed the initial order quantity. i.e., $d_{\text {Reg }} \geq x_{0}^{0}$. Second, the regular season demand may be less than the initial order quantity, but the total demand during the regular season and the final markdown period may exceed the initial order quantity, i.e., $d_{\text {Reg }}<x_{0}^{0}$ and $d_{\text {Reg }}+d_{T} \geq x_{0}^{0}$. Third, the total demand during the regular season and the final markdown period may be less than the initial order quantity and if so, demand during the regular season would necessarily be less than the initial order quantity, in which case we would have $d_{\text {Reg }}<x_{0}^{0}$ and $d_{R e g}+d_{T}<x_{0}^{0}$. We account for these three types of outcomes in
our formulation:

$$
\begin{align*}
\max _{x_{0}^{0} \geq 0} \text { profit }= & \hat{p} \int_{x_{0}^{0}}^{\infty} x_{0}^{0} f_{\text {Reg }}(x) d x+\int_{0}^{x_{0}^{0}} \int_{0}^{\infty}\left(\hat{p} x+p_{T} \min \left(y, x_{0}^{0}-x\right)\right) f_{\text {Reg }}(x) f_{T}(y) d y d x-c x_{0}^{0} \\
= & \hat{p} \int_{x_{0}^{0}}^{\infty} x_{0}^{0} f_{\text {Reg }}(x) d x+\int_{0}^{x_{0}^{0}} \int_{0}^{x_{0}^{0}-x}\left(\hat{p} x+p_{T} y\right) f_{\text {Reg }}(x) f_{T}(y) d y d x  \tag{2.6}\\
& +\int_{0}^{x_{0}^{0}} \int_{x_{0}^{0}-x}^{\infty}\left(\hat{p} x+p_{T}\left(x_{0}^{0}-x\right)\right) f_{\text {Reg }}(x) f_{T}(y) d y d x-c x_{0}^{0} \tag{2.7}
\end{align*}
$$

In (2.7), the first term in the profit function is the expected revenue, accounting for situations in which demand during the regular season exceeds initial inventory. The second term is the expected revenue, accounting for situations in which demand during the regular season does not exceed initial inventory, nor does total demand during the regular season and markdown period. The third term is the expected revenue, accounting for situation in which demand during the regular season does not exceed initial inventory, but total demand during the regular season and the markdown period do. The fourth term is the variable purchase cost. Note that we have not accounted for any inventory holding costs in this model. The profit function is well behaved as we next show.

## Theorem 1:

The profit function of the modified newsvendor model is unimodal in the initial order quantity, $x_{0}^{0}$, and a unique stationary point, $x^{*}$, of the profit function exists.

Proof: Let us consider the derivative of the left hand side of (2.7):

1. Derivative of the first term:

$$
\begin{aligned}
& \frac{d\left[\hat{p} \int_{x_{0}^{0}}^{\infty} x_{0}^{0} f_{\text {Reg }}(x) d x\right]}{d x_{o}^{0}} \\
= & -\hat{p} x_{0}^{0} f_{\text {Reg }}\left(x_{0}^{0}\right)+\hat{p} \int_{x_{0}^{0}}^{\infty} f_{\text {Reg }}(x) d x \\
= & -\hat{p} x_{0}^{0} f_{\text {Reg }}\left(x_{0}^{0}\right)+\hat{p}\left[1-F_{\text {Reg }}\left(x_{o}^{0}\right)\right]-(i)
\end{aligned}
$$

2. Derivative of the second term:

$$
\begin{aligned}
& \frac{d\left[\int_{0}^{x_{0}^{0}} \int_{0}^{x_{0}^{0}-x}\left(\hat{p} x+p_{T} y\right) f_{R e g}(x) f_{T}(y) d y d x\right]}{d x_{o}^{0}} \\
= & \int_{0}^{x_{0}^{0}}\left(\hat{p} x+p_{T}\left(x_{0}^{0}-x\right)\right) f_{R e g}(x) f_{T}\left(x_{0}^{0}-x\right) d x-(i i)
\end{aligned}
$$

3. Derivative of the third term:

$$
\begin{aligned}
& \frac{d\left[\int_{0}^{x_{0}^{0}} \int_{x_{0}^{0}-x}^{\infty}\left(\hat{p} x+p_{T}\left(x_{0}^{0}-x\right)\right) f_{\text {Reg }}(x) f_{T}(y) d y d x\right]}{d x_{o}^{0}} \\
= & \int_{0}^{\infty} \hat{p} x_{0}^{0} f_{\text {Reg }}\left(x_{0}^{0}\right) f_{T}(y) d y-\int_{0}^{x_{0}^{0}}\left(\hat{p} x+p_{T}\left(x_{0}^{0}-x\right)\right) f_{\text {Reg }}(x) f_{T}\left(x_{0}^{0}-x\right) d x \\
& +\int_{0}^{x_{0}^{0}} \int_{x_{0}^{0}-x}^{\infty} p_{T} f_{\text {Reg }}(x) f_{T}(y) d y d x \\
= & \hat{p} x_{0}^{0} f_{\text {Reg }}\left(x_{0}^{0}\right)-\int_{0}^{x_{0}^{0}}\left(\hat{p} x+p_{T}\left(x_{0}^{0}-x\right)\right) f_{\text {Reg }}(x) f_{T}\left(x_{0}^{0}-x\right) d x \\
& +p_{T} \int_{0}^{x_{0}^{0}}\left[1-F_{T}\left(x_{0}^{0}-x\right)\right] f_{\text {Reg }}(x) d x-(i i i)
\end{aligned}
$$

4. Consolidating terms, the derivative of the profit function is:

$$
\hat{p}\left[1-F_{\text {Reg }}\left(x_{0}^{0}\right)\right]+p_{T} \int_{0}^{x_{0}^{0}}\left[1-F_{T}\left(x_{0}^{0}-x\right)\right] f_{\text {Reg }}(x) d x-c
$$

First, we show the existence of a stationary point, $x^{*}$, satisfying:

$$
\hat{p}\left[1-F_{R e g}\left(x^{*}\right)\right]+p_{T} \int_{0}^{x^{*}}\left[1-F_{T}\left(x^{*}-x\right)\right] f_{R e g}(x) d x-c=0 .
$$

Let

$$
\gamma\left(x_{0}^{0}\right):=\hat{p}\left[1-F_{R e g}\left(x_{0}^{0}\right)\right]+p_{T} \int_{0}^{x_{0}^{0}}\left[1-F_{T}\left(x_{0}^{0}-x\right)\right] f_{R e g}(x) d x-c,
$$

and consider the following upper bound on $\gamma\left(x_{0}^{0}\right)$ :

$$
g\left(x_{0}^{0}\right):=\hat{p}\left[1-F_{R e g}\left(x_{0}^{0}\right)\right]+p_{T} \int_{0}^{x_{0}^{0}} f_{\text {Reg }}(x) d x-c .
$$

Then, for $\hat{p}>p_{T}$ :

$$
g^{\prime}\left(x_{0}^{0}\right)=-\hat{p} f_{\text {Reg }}\left(x_{0}^{0}\right)+p_{T} f_{\text {Reg }}\left(x_{0}^{0}\right)<0,
$$

and

$$
\gamma^{\prime}\left(x_{0}^{0}\right)=-\hat{p} f_{\text {Reg }}\left(x_{0}^{0}\right)+p_{T} f_{\text {Reg }}\left(x_{0}^{0}\right)-p_{T} \int_{0}^{x_{0}^{0}} f_{T}\left(x_{0}^{0}-x\right) f_{\text {Reg }}(x) d x<0 .
$$

If $\hat{p}>p_{T}$, then $g$ and $\gamma$ are monotonically and strictly decreasing functions of $x_{0}^{0}$. If we further assume that there exist some $M$ and $\delta>0$ such that:

$$
f_{\text {Reg }}(t) \geq \delta, \forall t \leq M,
$$

and

$$
M \delta>\frac{\hat{p}-c}{\hat{p}-p_{T}}
$$

then,

$$
\begin{aligned}
g(M) & =g(0)+\int_{0}^{M} g^{\prime}(t) d t \\
& =\hat{p}-c-\left(\hat{p}-p_{T}\right) \int_{0}^{M} f_{\text {Reg }}(t) d t \\
& \leq \hat{p}-c-\left(\hat{p}-p_{T}\right) M \delta \\
& <0 .
\end{aligned}
$$

This implies $\gamma(M) \leq g(M)<0$. By the Intermediate Value Theorem, there exists a stationary point, $x^{*}$, with $\gamma\left(x^{*}\right)=0$. Furthermore, because $\gamma$ is also monotonically decreasing in $x_{0}^{0}$, the stationary point of the profit function is also unique. (Q.E.D)

Theorem 1 indicates that the stationary point of the profit function is the global maximizer of our approximate profit function. As a result, the retailer only needs to solve the first order necessary condition for $x_{0}^{0}$ :

$$
\hat{p}\left[1-F_{R e g}\left(x_{0}^{0}\right)\right]+p_{T} \int_{0}^{x_{0}^{0}}\left[1-F_{T}\left(x_{0}^{0}-x\right)\right] f_{R e g}(x) d x-c=0,
$$

which can be accomplished via a line search. If we consider only the first and last term on the left hand side of the above expression, we would have the optimality condition of the classical newsvendor model. The second term is a "correction term" that accounts for the salvage value of inventory sold in the markdown period.


Figure 2.9 Gross Margin Performance of MVA Starting with a Range of Initial Inventory Levels. The dark vertical bar shows the solution from the Modified Newsvendor Model.

We now apply the modified newsvendor approach to Examples 8 through 11. To do so, we aggregate demands across the two stores in each period and then proceed in the same way as for the single-store setting. More specifically, we approximate the demand random variable for the first stage as $D_{\text {Reg }}=\sum_{t=1}^{T-1} \sum_{n=1}^{2} D_{t}^{n}$ and that for the final markdown period as $D_{T}=\sum_{n=1}^{2} D_{T}^{n}$, and set $\hat{p}$ to the demand-weighted average of prices in the profitable periods. The results are shown in Figure 2.9, where we utilize the dynamic MVA heuristic to determine the inventory allocation. For Examples 8 through 10, the modified newsvendor solutions are near optimal, not only in terms of order quantity, but also in terms of the expected profit. For all three examples, the best stocking factor obtained via grid search is 1.1, and the corresponding modified newsvendor solutions are 1.15, 1.15, and 1.16, respectively. The gross margin gaps are $3.7 \%, 3.0 \%, 1.3 \%$, respectively. For Example 11, the modified newsvendor does not perform as well in identifying an order quantity of the right magnitude:
the best stocking factor identified via grid search is 0.9 and the modified newsvendor solution is 1.135 ; however, the resulting gross margin gap is only $1.0 \%$. As noted earlier, Example 11 is challenging due to the combination of parameters. In view of this, the performance of the modified newsvendor heuristic is good, considering its simplicity.

### 2.7 Conclusions

We have considered the procurement and inventory allocation problems of a retailer that sells a product with a long production lead time and short product life cycle, and utilizes a traditional two-echelon distribution system in which goods are initially stored at the warehouse and then sent to stores over the course of the season. We consider settings in which, due to marketing and logistics considerations, the planned trajectory of prices is fixed in advance and may be non-monotonic. We develop a heuristic, which we call the Marginal Value Analysis (MVA) heuristic, for inventory allocation based on the principle that the marginal value of an incremental unit of inventory should be the equal at all retail locations and all time periods. Results from numerical studies demonstrate that MVA achieves good performance versus both an upper bound and an industry benchmark for a setting with a single warehouse supplying either a single store or multiple (possibly non-identical) stores. Our results suggest that the performance of MVA is robust, and does not suffer from the same performance deterioration observed for the industry benchmark as the number of stores increases or as price differences increase across stores and time periods.

We also present a modification of the standard newsvendor model to account for the two-tiered salvage values that exist in our motivating scenario: positive markdown prices at the end of the season and zero salvage values for leftovers at the end of the season. Numerical examples suggest that our approach provides solutions that are nearly as good as those obtained via a grid search, despite the simplicity of the model. In our comparison, we use the MVA heuristic to determine demand-contingent inventory allocations during the selling season, and as such, our profit calculations (we actually calculate gross margin) reflect what would occur in actual implementation. Although the MVA heuristic is conceptually simple, it is too complicated to be applied in practice. Further research is needed to identify computationally less expensive methods that perform well; the MVA heuristic could serve as a more realistic benchmark than the Robinson upper bound.

## Appendices

## Appendix A: MVA versus "Best" Order-Up-To Policy

In this section, we compare solutions obtained using MVA with the best solution that can be found via a grid search over a range of order-up-to levels for each period. We focus on three-period problems, which are the simplest problems with non-monotonic price trajectories and are possible to solve via a relatively fine grid search. To implement the grid search, rather than using order-up-to levels, we search over service levels from $60 \%$ to $97.5 \%$ in $2.5 \%$ increments for each period and calculate the expected gross margin for all service level combinations. We consider two three-period examples that we refer to as Examples A and B , respectively. Both examples share the following parameters: $N=1$, $c=25, h_{w}=0.25, h_{s}=0.5, D_{t}=A p_{t}^{-b} \xi_{t}$, where $A=10000, b=-1.5, \xi_{t} \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$, $\mu=1, \sigma=0.2$ and $\alpha=\{0.7,0.8,0.9\}$. For each stocking level $\alpha$, we set the order quantity, $C$, to $\alpha$ times the sum of expected demands in profitable periods. The prices and demand parameters for the two examples are presented in Table 2.19. The MVA and "best" solutions are presented in Table 2.20. For all numerical examples, the expected gross margin using the MVA heuristic is within $0.5 \%$ of the best solution from the grid search, and in four of the six cases, the gap is less than $0.1 \%$. These examples provide some evidence that MVA performs well in an absolute sense.

Table 2.19 Prices and Demand Parameters for Examples A and B

|  | Price Trajectory A |  |  |  | Price Trajectory B |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t$ | Price | Avg. <br> Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of <br> Demand $\left(\sigma_{t}^{D}\right)$ | Price | Avg. <br> Demand $\left(\mu_{t}^{D}\right)$ | Std. Dev of <br> Demand $\left(\sigma_{t}^{D}\right)$ |
|  | 40 | 39.5 | 7.9 | 50 | 28.5 | 5.7 |
| 2 | 60 | 21.5 | 4.3 | 60 | 21.5 | 4.3 |
| 3 | 25 | 80 | 16 | 25 | 80 | 16 |

Table 2.20 MVA and Best Solution from Grid Search for Examples A and B

| Example | $\alpha$ | $C$ | MVA Solution |  |  | Best Solution |  |  | Profit Gap (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $s_{1}$ | $s_{2}$ | $s_{1}$ | $s_{2}$ |  |  |  |
| A | 0.7 | 42 | 22 | 22 | 21.3 | 20.8 | $0.1 \%$ |  |  |
|  | 0.8 | 48 | 27 | 23 | 26.6 | 23.4 | $0.0 \%$ |  |  |
|  | 0.9 | 54 | 34 | 23 | 32.0 | 25.0 | $0.0 \%$ |  |  |
| B | 0.7 | 34 | 17 | 18 | 17.2 | 17.1 | $0.1 \%$ |  |  |
|  | 0.8 | 39 | 22 | 18 | 20.2 | 19.6 | $0.5 \%$ |  |  |
|  | 0.9 | 44 | 27 | 20 | 24.0 | 22.9 | $0.3 \%$ |  |  |

## Appendix B: MVA Performance for Examples 5, 6, and 7

In this Appendix, we present results for Examples 5, 6, and 7 (discussed in Section 2.4.2) for $\frac{\sigma}{\mu}=0.1$ and 0.3 .


Figure 2.10 Gross Margin Performance of MVA and Best Constant Service Level Policy versus an Upper Bound for $\sigma=0.1$


Figure 2.11 Gross Margin Performance of MVA and Best Constant Service Level Policy versus an Upper Bound for $\sigma=0.3$

## Chapter 3

## Multi-Product Pricing Over Multiple Time Periods

### 3.1 Introduction

An important question that frequently arises in today's highly competitive retail sector is how to price multiple substitutable products over multiple time periods when customers' decisions in a given time period depend not only on the current prices of the products but also on the past trajectories of prices and anticipated future prices. We consider a category of consumable non-perishable products sold by a brick-and-mortar monopolist retailer whose customers visit its store(s) regularly and not only can observe the prices of all products in the category when making a purchase but also have knowledge of the pricing patterns of the retailer due to their prior shopping experience. A prototypical setting would be a grocer whose customers shop approximately weekly, and some prototypical products would be staple goods such as breakfast cereals, laundry detergent and non-seasonal condiments, as well as more discretionary items such as bottled beverages.

The growth of e-tailers and discount retailers has forced brick-and-mortar retailers to resort to offering discounts in order to lure customers, leading to the difficult problem of determining the best price trajectories when customers' buying behavior is a complex function of these trajectories. Empirical studies (e.g., Hinterhuber and Bertini 2011) have found that small changes in prices can increase or decrease profitability by as much as $50 \%$. Ailawadi et al. (2007) found that more than $50 \%$ of promotions at the drug store chain CVS were not profitable, as incremental sales did not sufficiently compensate for lower profit margins. They estimate that CVS could improve annual profit by approximately $\$ 52.6$ million by eliminating chain-wide promotions in the 15 worst-performing categories. One key reason why price promotions are not profitable is that they lead to cannibalization of demand for other substitute products such as different pack sizes of the same brand or different products within a broad category, or lead to forward buying. van Heerde et al. (2004) report on the
effects of sales promotions using store-level data and conclude that expansion of category sales, cross-period substitution (forward buying) and cross-brand substitution each account for about one third of the overall sales bump.

We seek to develop a near-optimal approach for choosing prices for multiple products over multiple time periods, accounting for reference price effects (including deal-seeking behavior), customers who are forward-looking and make purchasing decisions strategically in view of anticipated future prices, and price-based substitution by customers who are not loyal to a specific product. Although researchers have incorporated some combinations of these factors into multi-period pricing models, the vast majority of this research has been done in singleitem contexts. The literature on pricing multiple products over multiple periods is sparse and does not explicitly account for all of the factors mentioned above. Our work was motivated by conversations with category managers and pricing managers who are eager to develop multi-product, multi-period pricing strategies that account for realistic effects of prices on customer purchases.

The remainder of the paper is organized as follows. In Section 3.2 we provide a literature review. A problem statement and related problem formulations appear in Section 3.3. We present structural results and describe our solution methodology in Section 3.4. Section 3.5 contains numerical examples that illustrate the effects of separating the customer's purchasing and consumption decisions (which is an important distinctive feature of our approach). Finally, we present conclusions, discuss limitations of our approach and suggest directions for future research in Section 3.6.

### 3.2 Literature Review

In this section, we provide a review of the pertinent literature, focusing on settings involving non-seasonal products that are consumed on an ongoing basis and whose supply is unconstrained for practical purposes. This differs from traditional revenue management settings in which each customer is interested in buying one unit of a product (e.g., an airline ticket for a specific date and destination) and needs to decide when, but not how much, to purchase. We first provide a review of the literature on customer response to promotions, including both conceptual models of, and empirical studies on, reference price effects, as well as strategic customer behavior in response to discounts. We then discuss the literature on multi-period pricing to highlight existing work on single-product pricing with reference price effects, single-product pricing with strategic customer stockpiling, and finally, multi-period multi-product pricing.

### 3.2.1 Customer Response to Promotions

There is a large empirical marketing literature on customer response to price promotions. In this subsection, we discuss key empirical findings regarding how strategic customers re-
spond to discounts and the effect of discounts on reference prices. We refer the interested reader to Neslin and van Heerde (2008) for a very comprehensive review of the literature on the intertemporal effects of price promotions, including associated phenomena such as stockpiling, accelerated purchases of infrequently-purchased products, impact on customers' reference prices and price sensitivity, and permanent effects.

### 3.2.1.1 Empirical Studies of Strategic Customer Behavior in Response to Discounts

When customers are strategic, their knowledge or forecasts of future prices affect how they time their purchases and how much they purchase at each buying epoch. Many researchers have reported empirical evidence that discounts lead customers to increase their purchase quantities, stockpiling a portion of them, and thus also increase the duration until the next purchase. As one example of purchase acceleration, Psendorfer (2002), in a study involving ketchup products, finds that customers purchase about seven times as much at low prices than they do at high prices, and presumably stockpile the excess for use during periods of high prices. As another example, Hendel and Nevo (2006b) study two years of householdand store-level demand data and observe post-promotion dips for many products, which suggests that customers are stockpiling during promotions. See Shoemaker (1979), Ward and Davis (1978), Blattberg et al. (1981), and Neslin et al. (1985) for other empirical studies on purchase acceleration.

Many empirical studies (e.g., Gupta 1988, Chiang 1991, Chintagunta 1993, and Bell et al. 1999) are concerned with understanding the effects of promotional discounts on primary (brand switching) and secondary demand effects (stockpiling and purchase acceleration), and generally conclude that the secondary effects are larger. There is also a substantial amount of research on how forward-looking customers form expectations of future prices. Gönül and Srinivasan (1996), Erdem et al. (2003), and Hendel and Nevo (2006a) develop dynamic structural models of customer price expectations and show that these expectations have a significant impact on customer purchases. Their results indicate that it is important to incorporate price expectations in demand models because of their effects on price elasticity. Our approach to the problem accounts for these price expectations.

### 3.2.1.2 Empirical Studies of Reference Price Effects

In the past four decades, behavioral economics, which is concerned with the effects of psychological, cognitive, emotional, cultural and social factors on the economic decisions of individuals and institutions, has attracted growing interest across multiple fields (Thaler, 2017). In this subsection, we discuss both conceptual models of, and empirical studies on, reference price effects. The concept of reference points was introduced by Kahneman and Tversky (1979) as an element of their proposed prospect theory, which is an alternative to expected utility theory (von Neumann and Morgenstern 1944). The authors observe that
people make decisions based on perceived gains and losses relative to a reference point rather than on the basis of the final outcome alone. Monroe (1973) defines a reference point as a standard against which the outcomes are judged: worse outcomes are viewed as losses while better outcomes are viewed as gains (see also Kumar et al. 1998). In our context, the reference points are reference prices, which are usually defined as a weighted average of past prices, typically based on exponential smoothing, or the previous period's price (Winer 1986). However, researchers have also reported empirical evidence that reference prices may be shaped not only by internal references prices that are based on customers' memory of historical prices and but also by external reference prices, i.e., observed prices at the time of purchase (see Mazumdar et al. 2005 and the references therein.).

Researchers have studied how discounts affect reference prices and reservation prices. The distinction between a reservation price (the highest price that a customer is willing to pay) and a reference price has been hotly debated among academics. Garbarino and Slonim (2003) suggest that reference prices and reservation prices are different concepts and are formed based on different inputs and human perceptions. However, Blattberg et al. (1981) argue that, from a practical standpoint, retail discounts shape customers' reference and reservation prices in the same way. Some researchers (e.g., Briesch et al. 1997) have even used estimates of reference prices in choice models as if they were reservation prices.

There is a significant stream of literature on the impact of reference prices on customer choices. We discuss key results and refer the interested reader to Mazumdar et al. (2005) and Arslan and Kachani (2010) for surveys of research on reference prices. Winer (1986) develops a brand choice model for frequently-purchased products that accounts for both probability-ofpurchase and reference price effects, and finds that his empirical model outperforms standard demand models that are based solely on price in predicting customer choices. Briesch et al. (1997) compare several reference price models, and conclude that memory-based (i.e., based on price history) internal reference price models outperform stimulus-based (i.e., based on information available at the point-of-purchase) external reference price models in modeling customer brand choice. Hardie et al. (1993) and Greenleaf (1995) also find that memorybased internal reference price models outperform external reference price models. Kumar et al. (1998) also study the impact of internal and external reference price and find that the latter has a stronger effect on product choice. Putler (1992) develops a brand choice model with reference price effects and empirically validates his model on weekly retail egg sales data. Considering an aggregate demand model and assuming that the initial price is the initial reference price, he finds that reference prices do significantly impact brand choice in an asymmetric fashion: in particular, demand fell in response to a price increase by two and a half times as much as it increased in response to a price decrease of equal magnitude.

### 3.2.2 Multi-Period Pricing

In this subsection, we describe both empirical and analytical research on multi-period pricing. We use the term multi-period pricing to indicate that the retailer's selected price may differ from one period to the next. In a portion of the literature, and especially the articles in which demand is assumed to be a deterministic function of the price trajectory (although the prices themselves may change from period to period), the prices are determined at the beginning of the horizon and are not modified, and as such, are static. A good portion of the so-called dynamic pricing literature fits into this category. In the literature on truly dynamic pricing, the dynamics are typically due to demand uncertainty, and prices are updated in response to demand observations. In our models, the demands are deterministic functions of the price trajectories of the products, so the prices can be determined at the beginning of the horizon. This is why we use the phrase "multi-period pricing" rather than dynamic pricing. In the next two subsections, we discuss research on normative models for multi-period pricing, first considering reference price effects and then strategic customer behavior.

### 3.2.2.1 Single-Product Pricing with Reference Price Effects

In this subsection, we discuss the literature on single-product pricing with reference price effects. Most of these articles address the pricing problem of a monopolist selling a single non-seasonal product to customers whose reference price is a function of past prices, in most cases with an exponential weighting. The authors model demand in the aggregate, not for each customer separately, considering one or multiple customer segments. If customers are heterogeneous, they may differ in the reference effects associated with gains (purchasing at a price below their reference price) or losses (purchasing at a price above their reference price).

Greenleaf (1995) presents analysis for two different settings in which the total expected demand in each period is a linear function of the price in that period as well as both the positive and negative deviations of the offered price from the customer's reference price. The customer's reference price is updated via exponential smoothing. The author first considers an infinite-horizon setting in which, in each period, the retailer can choose either the regular price or a pre-specified discount price; the other is a finite-horizon setting in which the retailer can choose any price within a range in each period. The retailer seeks to maximize total discounted profit. For the first setting, the author's focus is on deriving the effects of the references prices on the retailer's profit. For the second setting, the author presents a dynamic programming formulation that he utilizes for solving numerical examples based on real data for a national brand of peanut butter. Among other things, Greenleaf's numerical results suggest that a high-low pricing strategy is optimal, with the high price contributing to increasing the customers' reference price, and that promotions become more profitable as the sales response due to gain-seeking increases relative to that of loss aversion. He also observes that both regular and irregular cycles of promotion may be optimal.

Kopalle et al. (1996) generalize Greenleaf's model, first to consider the effects of different relative weights associated with gains and losses for a single customer segment, and then to consider a two-segment model in which one segment weights losses more heavily than gains, and the other has the opposite relative weighting. The retailer chooses one price (within a range) in each period with the goal or maximizing total discounted profit. Like Greenleaf, the authors formulate the problems as dynamic programs, from which they derive properties of the optimal solution. The authors find that the relative weighting of gains and losses plays a key role in the single-segment model. In particular, if gains have a higher weight than losses, the optimal pricing policy is cyclic, whereas when the weights are equal, the optimal price converges monotonically to a steady-state optimal price which depends on the initial reference price. If losses have a higher weight than gains, under certain conditions on the smoothing constant for reference price updating and/or the form of the demand function, the optimal price monotonically converges to a constant price. Kopalle et al. also generalize their model to consider multiple products offered by one or more retailers. They assume that the demand for each product is a function of the product's own price, the customer's reference price for that product, and the prices of all other products. The authors consider two objectives for the retailer, both maximizing discounted profit and maximizing the average profit per period. They derive sufficient conditions for constant prices to be suboptimal.

Fibich et al. (2003) address a continuous-time, infinite-horizon version of the singleproduct pricing problem in which the reference price is the (continuous) exponentially weighted average of past prices. The aggregate demand function is linearly decreasing in price. In the authors' first model, the (linear) effects of gains and losses are symmetric. They derive the optimal policy in closed form and then utilize the results for the symmetric case to derive a closed-form optimal policy for the asymmetric case, although the problem is a non-smooth optimal control problem. The authors show that there is an optimal steadystate price which is lower than that in the absence of reference price effects and the trajectory is initially monotonically increasing (decreasing) if the initial reference price is lower (higher) than the steady-state optimal price. They also show that the form of the optimal policy is the same for the asymmetric case as it is for the symmetric case. Furthermore, they show that for the finite horizon case, the optimal price is monotonically decreasing at the end of the horizon after an interval of constant prices. The authors illustrate the benefits of using the optimal policy by comparing it with several benchmarks, including the best constant pricing strategy. They also show how to generalize the model and results to incorporate demand functions that are nonlinear in price.

Chen et al. (2017) consider a generalization of the discrete-time, finite-horizon version of the problem studied by Fibich et al. (2003) that allows for time-varying demand parameters, and establish some structural properties of the optimal policy, including the discontinuity of the optimal value function and the maximum number of kink points in it. They also develop an approximation heuristic with polynomial time complexity. Via numerical examples, they illustrate the impact of seasonality of the demand parameters, which tends to cause the
optimal prices to be cyclic, as well as loss aversion, which tends to dampen price fluctuations. They also present results of a numerical study which indicates that their heuristic performs well.

Popescu and Wu (2007) consider infinite-horizon, discrete-time settings under assumptions like those in Kopalle et al. (1996) and Fibich et al (2003), with the aim of incorporating more general demand models. Among other things, their demand models allow for the marginal effect of gains and losses relative to the reference price to decrease as the reference price increases. The authors first study a setting with loss-neutral customers and show that the steady-state optimal price is increasing in the reference price, and then derive conditions under which convergence of the optimal price is monotonic. They then show that the optimal price is cyclic if customers place more weight on gains than on losses. For the case of loss averse customers, they show that the optimal pricing policy depends on the initial reference price. For initial reference prices in an intermediate range, the optimal price is constant. For either higher or lower initial reference prices, each of the optimal price trajectories converges monotonically to an optimal price, but the optimal steady state prices differ for the three ranges of the initial reference price. Qualitatively, their results confirm that the conclusions of Kopalle et al. and Fibich et al. apply to a broader range of demand functions, including nonlinear representations, that depend upon reference prices.

Nasiry and Popescu (2011) consider a different memory-based reference price model based on the peak-end rule (see Fredrickson and Kahneman, 1993), which captures the notion that customers remember the peak (here, actually the trough thus far) and end (most recent) price; the reference price is a weighted average of the two. The authors study an infinitehorizon, discrete-time, single-product setting with loss averse customers. They show that the optimal policy has three regions, with thresholds on the trough at the beginning of the horizon (given as an initial condition) defining boundaries between regions. If the initial trough is in a (characterizable) intermediate range, the optimal steady-state price is equal to the initial trough. If the initial trough is low, the optimal price trajectory converges to a constant price that depends on the initial trough, while if the initial trough is high, the optimal steady-state price is equal to the price at the upper limit of the intermediate range. From numerical examples, they infer the intuitive result that the value of manipulating prices when customers' reference prices are based on the peak-end rule is less than that under exponential smoothing, and consequently, the optimal prices fluctuate less under the peak-end rule.

The articles discussed above establish the optimality of constant or converging prices under most realistic settings in which customers are homogeneous and loss averse. Two recent papers have explored a variant of the problem in which customers are heterogeneous, and demonstrate the optimality of non-stationary pricing strategies. Wang (2016) addresses a setting involving different customer segments who arrive in heterogeneous sets of time periods and each customer segment's reference price is updated only when the segment
visits the store and observes the price. He shows that even when customers are loss-averse, the optimal price trajectory is cyclic and enables the retailer to price discriminate among segments. Chen and Nasiry (2018) show that even in a simpler setting than that in Wang (2016), namely one with customer segments that differ in their sensitivity to losses (and may also be gain-seeking), a cyclic pricing policy may be optimal. The authors show that previous findings that support optimality of constant pricing depend heavily on the assumption of homogeneous customer behavior vis-a-vis reference price effects. They show that even if a retailer cannot price-discriminate among multiple customer segments, a periodic markdown pricing policy allows the retailer to reduce demand from a customer segment with lower willingness to pay, boost demand from gain-seeking customers, and improve profits.

The articles discussed above are based on models involving loss aversion alone or linear reference price effects, but empirical research (e.g. Mazumdar et al. 2005, Krishnamurthi et al. 1992, Bell and Lattin 2000) suggests that loss aversion is not a universal phenomenon. Building on these findings, Hu et al. (2016) study a single-product pricing problem of a firm facing gain-seeking customers. They demonstrate that even if the retailer sets prices myopically (maximizing profit in the current period), complicated reference price dynamics may transpire. Unable to derive the optimal pricing strategy under more general assumptions, the authors present numerical results showing that a high-low pricing strategy is suboptimal, and that both the optimal price and reference price trajectories are so complex that there is a connection to one-dimensional discontinuous maps. The authors show that in the special case in which customers remember only the most recent price and demand is insensitive to a surcharge above the reference price, a cyclic skimming pricing strategy is optimal. They also provide conditions that guarantee the optimality of high-low pricing strategies.

To summarize, existing research has demonstrated the optimality of constant or converging prices (although not always monotonically) under many realistic conditions when customers are homogeneous and loss averse, and have established the optimality of nonstationary pricing strategies when customers are gain-seeking and in other settings involving heterogeneous customers. The work of Chen et al. (2017) provides a methodology that performs well for the case of homogeneous customers, incorporating the effects of both loss aversion and gain-seeking as well as non-stationary demands. However, none of the singleproduct models explicitly separates the customer's purchase and consumption decisions, and therefore they all rely on the implicit assumption that customers immediately consume the purchased product, which is not always true in practice. Furthermore, none of models in these articles on pricing in view of reference price effects can be generalized to handle multiple substitutable products, as the underlying demands in the models are functions of only the product's own price and its reference price and not of the prices of substitute products. Finally, Chen and Nasiry (2018) point to the need to incorporate forward-looking customer behavior into pricing models with reference effects. None of the articles discussed in this section combines a memory-based reference price effect and strategic forward-looking customer behavior, but customers, in reality, may be both strategic and influenced by reference price
effects, as well. For example, a customer may stockpile, quite rationally, to take advantage of a price discount, but may purchase even more than economic tradeoffs would dictate due to utility accrued from purchasing at a price below her reference price (as would be applicable for gain-seeking customers).

### 3.2.2.2 Single-Product, Multi-Period Pricing with Strategic Stockpiling by Customers

Recent research has begun to incorporate the effects of strategic customer behavior on aggregate demand and the optimal pricing strategy. In this subsection, we discuss the literature on a retailer's single-product multi-period pricing problem when facing strategic customers who may stockpile.

The problem of how to optimally price in settings in which customers make purchases to (try to) satisfy their known, constant demand and may stockpile was first studied by Blattberg et al. (1981) and subsequently by Jeuland and Narasimhan (1985). In both papers, the authors assume that the firm has a regular price but offers periodic promotions to two customer segments that have different inventory holding cost rates. In Blattberg et al. (1981), customers seek to minimize their long-run average cost, which consists of purchase and inventory holding costs, to satisfy their known demands. The retailer seeks to maximize long-run average cost, which consists of a fixed cost per order from the supplier, loss of revenue due to discounting vis-a-vis the undiscounted price, and inventory holding costs. The authors assume that a discount is offered each time an order is placed with the supplier, which is shown to be optimal in Eppen and Liebermann (1984). They derive the retailer's optimal policy analytically and propose two potential explanations for manufacturer-incentivized promotions, as we next describe. The information acquisition explanation is based on the premise that customers seek information via trials and retailers offer discounts to reduce the cost of a trial. The inventory reduction explanation suggests that retailers offer discounts to reduce inventory costs. Examining four product categories in a panel dataset, the authors find strong alignment between the inventory reduction explanation and the retailer's pricing trajectories, finding retailers often promote high market share brands more frequently than low market share brands in all four product categories, which, in turn, leads to customer stockpiling.

Jeuland and Narasimhan (1985) consider a setting with two customer segments that have different price-sensitive demand rates. The segment with the lower demand rate also has a lower inventory holding cost rate, and will purchase to satisfy their desired consumption rate only if the purchase price plus the cost of holding inventory until consumption is below their (implied) willingness to pay. The authors develop an analytical model to study what happens if the retailer offers a fixed discount every $T$ periods. The authors show that because the segment with the higher demand rate has a higher inventory holding cost rate, the retailer can utilize periodic discounting as a mechanism to profitably price discriminate
if the segment with the higher inventory holding cost does not stockpile when the discount is offered and the other segment stockpiles, purchasing more than they would in the absence of a discount.
$\mathrm{Su}(2010)$ studies a discrete time, infinite-horizon pricing problem in a setting with $n$ customer segments that differ in their valuation of the product, inventory holding cost rate, maximum consumption rate and fixed cost for making a purchase. In each period, the retailer sets a price for the product, and each customer chooses the number of units to purchase. Customers seek to maximize long-run average utility, which is equal to valuation from consumption less fixed and variable procurement costs and the cost of holding inventory. (To avoid unnecessary inventory holding costs, customers always consume at their maximum consumption rate if they have sufficient inventory, or their available inventory otherwise.) The retailer seeks to maximize long-run average revenue. The author derives the rational expectations equilibrium and shows that the retailer should use recurring promotions when frequent shoppers have higher willingness to pay than occasional shoppers. He also presents analytical results that provide insights into conditions under which high-low pricing or an everyday-low-price strategy is optimal, and the effect of various parameters on the optimal frequency and depth of promotions.

In addition to the articles that discussed above, our work is also related to the research of Besbes and Lobel (2015), who consider a pricing problem under price commitment when there is strategic customer stockpiling. The authors consider a monopolist facing a continuoustime, finite-horizon, single-product pricing problem. The customers are assumed to be infinitesimally small and to be present during the entire horizon. The authors first study the pricing problem under the unit-demand setting before extending their results to settings in which customers may purchase more than one unit at time. The customer population is assumed to be heterogeneous with respect to their valuation of the product, waiting cost, and storage capacity. At the start of the selling horizon, the retailer has a fixed amount of inventory which has zero value at the end of the selling horizon. The retailer optimizes both pricing and rationing policies, and commits to them at the beginning of the horizon, seeking to maximize revenue. During the selling horizon, customers decide whether or not to purchase the product and whether or not to leave the market based on the announced pricing and rationing policies: staying in the market results in waiting cost while leaving the market yields zero payoff. The customers are strategic in timing their purchases and maximize their utility by postponing purchases until a low price period. For the unit-demand setting, using a dynamic programming approach, the authors prove that the optimal pricing policy is cyclical, with a cycle length that is at most twice as long as the maximum duration the customer population is willing to wait, and typically consists of moderate discounts throughout each cycle, a larger discount at the midpoint of the cycle, and the largest discount at the end of the cycle. The authors also show that monotonic price trajectories are suboptimal. The authors extend their model to allow customers to purchase more than one unit at a time and to stockpile. They assume that the customer population is present throughout the
horizon. Each individual has unit demand in each period and customers are heterogeneous with respect to their storage capacities. The authors show that the optimal pricing policy is also cyclic and the seller should first sell to impatient customers with high-valuations before selling to more patient customers later in each cycle.

This substream of the multi-period pricing literature elucidates how different facets of strategic customer behavior affect the optimal pricing policy. Our work, similarly to the articles discussed in this subsection, incorporates strategic customer behavior, but also simultaneously considers the effect of reference prices.

### 3.2.3 Multi-Period, Multi-Product Pricing

In the final subsection of our literature review, we discuss the literature on optimizing multi-period multi-product pricing for frequently-purchased goods. There is a large literature on empirical models involving many different aspects of consumer response to prices in multiproduct, multi-period contexts. We refer interested readers to Chintagunta (1993), Kim et al. (1995), Foekens et al. (1998), Cooper et al. (1999), Anderson and Vilcassim (2001), Chintagunta (2002), van Heerde et al. (2004), Baltas (2005), Liu et al. (2009), and references therein, and the articles on brand switching discussed in Section 3.2.1.1 for an overview of the subject. There is also a significant literature on multi-period multi-product dynamic pricing in revenue management contexts, i.e., where customers wish to purchase at most one unit within the product category before a deadline (e.g., a seat in one of the fare classes on an airline flight) and need to decide when to buy in view of the seller's anticipated price trajectory. See Gallego and van Ryzin (1997), Bertsimas and De Boer (2005), and Maglaras and Meissner (2006) for representative work on the topic, and McGill and van Ryzin (1999) for an overview.

There are very few articles on optimizing multi-period multi-product pricing decisions in which there is an interaction among the products, and we are aware of only one paper that pertains to frequently-purchased goods. Cohen et al. (2017a) study the multi-product promotion optimization problem (POP) for fast-moving consumer goods. The authors assume that the retailer commits to the price trajectories at the beginning of the horizon and carries sufficient inventory to meet all demand for each item during the planning horizon. They also assume that demand can be expressed as a deterministic, time-dependent, nonlinear function of prices, but limit the demand function to depend on only self-past and current prices and on cross-current prices. Demand may exhibit seasonality. The retailer aims to maximize the total profit from all items during the selling horizon. The authors first model the multiproduct POP problem as a nonlinear integer program that is computationally intractable. An extension of their methodology for the single-item POP problem (Cohen et al., 2017b) does not perform well for the multi-item POP problem, so they propose a more general class of integer programming approximation methods. The authors find that $\operatorname{App}(2)$, in which the objective function is approximated by the sum of marginal effects on the promoted item and
cross-item effects of promotions, provides near-optimal performance in most of the instances in their numerical study. We refer the interested reader to Cohen and Perakis (2018) and the references therein for an overview of issues that arise in multi-item POP decision contexts.

To the best of our knowledge, our work is the first to study the multi-period, multiproduct pricing problem with both strategic customer behavior and reference price effects. We first develop a unified approach in which customer purchasing and consumption decisions are explicitly modeled, which enables us to capture implicit stockpiling, and derive the customer's optimal purchase and consumption policy as a function of the price trajectories (expressed analytically). The customer's response can then be incorporated into the retailer's profit maximization problem to determine optimal price trajectories. Later in the paper, we show that our approach can be generalized to multiple customer segments.

### 3.3 Problem Statement

We address a multi-period pricing problem faced by a retailer who sells multiple substitutable products in the same category to a class of homogeneous customers. Although we treat a finite-horizon problem, our solution approach allows us to solve problems with horizons that are long enough to keep the end-of-horizon effects small. End-of-horizon effects can be further mitigated via appropriate modeling constructs that we describe later.

Both the retailer and customers are strategic agents and anticipate the other party's optimal choices. We assume that the retailer commits to the price trajectories that it selects for the various products and that customers are able to learn the retailer's pricing patterns over time. In practice, retailers often need to commit to prices over some time horizon due to the need to arrange for advertising and for purchases of products to meet demands that fluctuate due to the changing prices. For frequently-purchased goods, customers do learn about retailer's pricing patterns and they are further aided by web sites such as camelcamel.com that provide extensive price histories. Early in our research on this topic, we analyzed a publicly available data set that includes weekly prices and demands at a grocery chain for a variety of product categories. We observed large demand spikes for some products when discounts were offered. We then attempted to fit parameters (coefficients) for existing models of demand for non-seasonal products that incorporate reference price effects, including loss aversion and gain-seeking behavior. We found that it was insufficient to include reference price effects to generate the magnitude of demand spikes that we observed in the data. Rather, it was necessary to explicitly separate customers' purchasing and consumption decisions, and thus also implicit decisions regarding stockpiling, to induce the observed demand spikes. This is the main motivation behind our approach to the problem.

We formulate the problem as a two-stage game, with the retailer as the Stackelberg leader, setting the price of each product in each period, and customers as followers, making purchase and consumption decisions in each period. The retailer maximizes profit, which is equal to
revenue less variable purchase costs. For ease of exposition, we assume variable purchasing costs for any given product are constant over the horizon, although it is straightforward to relax this assumption. We assume, for ease of exposition, that one unit of any product offers the same functional value, e.g., same number of servings of a food product. Customers obtain utility and disutility from various sources: (i) utility from consumption of the various products, which we assume is linear in the total consumption, but may vary from one product to another; (ii) disutility from deviation of consumption from a (constant) aggregate target for the product category in each period (if constant consumption is desired for the category), which we assume is quadratic, reflecting increasing disutility for greater deviations as is commonly observed in practice; (iii) utility from purchasing products below the respective reference prices but with decreasing marginal returns, reflecting that even deal-seekers obtain decreasing marginal pleasure from each additional unit purchased at a bargain; (iv) disutility for expenditures for purchases; and (v) disutility from incurring inventory holding costs; (vi) disutility from shortages due to insufficient purchases. We represent the combination of the last two factors in the form of a convex penalty term associated with each product in each time period that increases as either inventory or shortages increase. The customer's total expenditures on products within the category during the horizon are limited by a budget constraint.

We assume that the customer's reference price for each product is modeled as an exponentially weighted sum of past prices for the product itself as well as those of potentially all other products in the category. Exponential weighting is the most commonly used approach in the literature; our approach can be generalized to other weighting schemes. Our inclusion of prices for potentially all products in the category reflects the fact that a customer's willingness to pay for a product may depend, in part, on the prices of available substitutes. We also assume that the time horizon under consideration is short (weeks over the course of several months, not over years), so for ease of exposition, we do not incorporate discounting, but it is straightforward to do so. For simplicity, we also assume that all products have the same unit size and that customers may purchase fractional quantities. To avoid aberrations due to end-of-horizon effects, we use a standard technique employed in the inventory control literature, which is to associate a value with each unit of inventory remaining at the end of the horizon. If this value accurately reflects its true marginal value in subsequent periods, the decisions within the horizon under consideration will not be distorted by the finiteness of the horizon.

We next present notation used in the customer's and retailer's optimization problems.
$n$ : number of customers;
$t$ : time period index, $t=1, \ldots, T$;
$i$ : product index, $i=1, \ldots, N$;
$p_{i t}$ : price of product $i$ in period $t$ (constant in the customer's problem and decision variable in the retailer's problem);
$v_{i}$ : unit purchase cost of product $i$ for the retailer;
$\alpha_{i}$ : per unit utility from consumption of one unit of product $i$;
$\nu$ : coefficient for disutility associated with non-smooth consumption;
$\beta$ : coefficient for utility associated with reference-effect-related gains and losses;
$\tau$ : coefficient for disutility that captures the effect of diminishing marginal returns of purchases at a single epoch (for the customer);
$h$ : per period coefficient on the inventory and shortage penalty function;
$\mu$ : coefficient for disutility of each dollar of expenditure;
$\bar{c}$ : consumption target for the product category in each period;
$x_{i t}$ : purchase quantity of item $i$ in period $t$;
$c_{i t}$ : consumption of item $i$ in period $t$;
$C_{i t}$ : cumulative consumption of item $i$ as of the beginning of period $t$;
$m_{t}$ : cumulative expenditure as of the beginning of period $t$;
$y_{i t}$ : customer's inventory of product $i$ at the beginning of period $t\left(\right.$ with $y_{i 0}=0$ for all $\left.i\right)$;
$r_{i t}$ : reference price for product $i$ at the beginning of period $t$ (with $r_{i 0}$ given for all $i$ )
$\gamma_{i j}$ : coefficient representing the effect of product i's reference price in the prior period on product $j$ 's reference price in the current period;
$\psi_{i j}$ : coefficient representing the effect of product $i$ 's price in the prior period on product $j$ 's reference price in the current period;

Each customer's reference price is modeled via exponential smoothing and evolves as follows:

$$
r_{i, t+1}=\sum_{j} \gamma_{j i} r_{i t}+\psi_{j i} p_{i t} \quad \forall i, t
$$

where $\sum_{j=1}^{n}\left(\gamma_{i j}+\psi_{i j}\right)=1, \forall i$. As such, the reference price in the next period is a weighted average of the current period's reference price and prices of the substitutable products in the category.

We can now express the customer's optimization problem as:

$$
\begin{gather*}
\max _{x_{i t}, c_{i} \forall i, t} \sum_{t=1}^{T} \sum_{i=1}^{N} \alpha_{i} c_{i t}-\nu \sum_{t=1}^{T}\left(\sum_{i=1}^{N} c_{i t}-\bar{c}\right)^{2}  \tag{P1}\\
+\left[\beta \sum_{t=1}^{T} \sum_{i=1}^{N}\left(R_{i t}-p_{i t}\right) x_{i t}-\tau \sum_{t=1}^{T} \sum_{i=1}^{N} x_{i t}^{2}\right] \\
-\sum_{i=1}^{N} h_{i} \sum_{t=1}^{T} y_{i t}^{2}-\eta \sum_{i} y_{i, T+1}^{2}-\mu m_{T+1} \\
\text { s.t. } \quad r_{i, t+1}=\sum_{j} \gamma_{j i} r_{j t}+\sum_{j} \psi_{j i} p_{j t}, \quad \forall i, t \\
m_{t+1}=m_{t}+\sum_{i} p_{i t} x_{i t} \quad \forall t \\
m_{T+1} \leq \bar{M} \\
C_{i, t+1}=C_{i t}+c_{i t} \quad \forall i, t \\
y_{i, t+1}=y_{i t}+x_{i t}-c_{i t} \quad \forall i, t \\
m_{1}=0 ; \quad y_{i 1}=0 \quad \forall i ; \quad C_{i 1}=0 \quad \forall i \\
x_{i t} \geq 0, c_{i t} \geq 0, y_{i t} \geq 0 \quad \forall i, t
\end{gather*}
$$

The terms in the objective represent (i) utility from direct consumption; (ii) disutility from non-smooth consumption; (iii) purchase utility from "gains" ("losses") associated with quantities purchased at below (above) the reference price, which exhibits decreasing marginal returns; (iv) inventory holding and shortage costs during the horizon; (v) penalties for deviations of inventory from zero at the end of the horizon; and (vi) disutility from expenditures for the products. We note that the terms associated with consumer inventory and shortage are not in the traditional linear form. We are using the expression $\sum_{i} h_{i} \sum_{t} y_{i t}^{2}$ to approximate $\sum_{i} \sum_{t} \omega_{i} y_{i t}+M \sum_{t}\left[\left(\sum_{i} y_{i t}\right)^{-}\right]^{2}$, where $\omega_{i}$ is the per unit per period holding cost for product $i$ and $M$ is a large number. The two terms in the foregoing expression are the usual expression for inventory holding costs and a term to penalize the square of the total shortages in each period. The expression that we actually utilize allows us to retain the quadratic form essential for a linear quadratic control formulation, but it has two important limitations. First, we should be imposing an infinite penalty on shortages (to play the role of a constraint) and a modest penalty on inventory, but the expression that we use forces us to use the same weight for both. Second, penalties are charged on the square of shortages of each product individually in each period rather than the sum of shortages in each period. This has the effect of inducing the customer to equalize shortages among the products, and thus each shortage quantity tends to remain small. This, in turn, necessitates the use of large values of $h_{i}$ to ensure that inventory remains non-negative, but large values of $h_{i}$ do not accurately reflect inventory holding costs. A common approach to model an asymmetric penalty using a quadratic penalty function is to center the function at a non-zero value, which we refer to as $\xi$. We later discuss challenges in choosing appropriate values of $h_{i}$ and $\xi$ as well as the limitations associated with a quadratic penalty function when the actual penalties for positive and negative deviations (inventory and shortages, respectively) are asymmetric.

Problem (P1), in the form stated above, is a nonlinear optimization problem with a concave objective and linear constraints. It is straightforward to reformulate it as a dynamic program with the same decision variables and with the state variables $y_{i, t}, C_{i, t}$, and $m_{t}$ (for all $i$ and $t$ ). Neither version of the problem is difficult to solve numerically. However, we would like to obtain solutions in explicit algebraic form as a function of the problem parameters to enable us to embed the algebraic form into the retailer's optimization problem. Fortunately, for any given set of price trajectories for the products, if we relax the nonnegativity constraints on the $x_{i t}, c_{i t}$, and $y_{i t}$ variables (for all $i$ and $t$ ), the problem is messy but otherwise straightforward to solve as a linear quadratic control problem. In practice, small violations of this constraint will not significantly distort the customer's purchasing patterns in response to the retailer's prices, and the deviations can be limited by the quadratic penalty in the third term if the values of $h_{i}$ are large enough.

Let $x_{i t}^{*}, i=1, \ldots, N, t=1, \ldots, T$ be the customer's optimal purchase decisions for (P1) given a set of price trajectories for the products, $p_{i t}, i=1, \ldots, N, t=1, \ldots, T$, and let $n$ be the number of customers who visit the retailer. The retailer's profit maximization problem can then be expressed as:

$$
\begin{equation*}
\max _{p_{i t} \forall i, t} n \sum_{t=1}^{T} \sum_{i=1}^{N}\left(p_{i t}-v_{i}\right) x_{i t}^{*}(\mathbf{P}) \tag{P2}
\end{equation*}
$$

where $\mathbf{P}$ is the matrix of prices.

### 3.4 Solution Methodology and Structural Results

We now proceed to present methodologies for solving the customer's utility maximization and retailer's profit maximization problem. At the end of this section, we discuss the extension to multiple customer segments.

### 3.4.1 Customer's Utility Maximization Problem

Before presenting our solution methodology for the customer's problem, we first reformulate (P1) as a finite-horizon linear-quadratic (LQ) control problem without non-negativity constraints on consumption and purchase quantities, and on on-hand inventory levels. Problems of this form are well studied in the literature on optimal control (see Bertsekas (1995)) and yield solutions in closed form in the absence of non-negativity constraints. Provided that the objective function is well behaved and $\boldsymbol{x}_{\boldsymbol{t}}, \boldsymbol{c}_{\boldsymbol{t}}$, and $\boldsymbol{y}_{\boldsymbol{t}}$ do not become too negative, we can drop these non-negativity constraints because small negative quantities in the customer's solution will not have a meaningful effect on the retailer's decisions.

Once the non-negativity constraints have been dropped, for any specific retailer price trajectory, the customer's optimal purchase and consumption policy can be derived as the solution of generalized Riccati equations. To express the customer's purchase and consumption decisions analytically as a function of the retailer's prices, we incorporate two additional terms pertaining to the customer's aggregate consumption into her objective function, specifically $\lambda(\mathbf{1})^{\prime}\left[\mathcal{C}_{T+1}\right]-\pi\left\|\mathcal{C}_{T+1}\right\|_{2}^{2}$, where $\lambda$ is the coefficient of utility for each unit of consumption in the product category and $\pi$ is the coefficient associated with a term that captures the diminishing marginal returns for aggregate consumption over the horizon. The addition of the two terms allows us not only to model the customer's desire for higher aggregate consumption at a diminishing rate, but also to ensure that the objective function is sufficiently well behaved that the problem can be solved tractably as a LQ-control problem. Finally, the budget constraint also may be safely removed as the parameter $\mu$ can always be calibrated so that the budget constraint is satisfied.

We can now express the simplified formulation as follows:

$$
\begin{gathered}
\text { (P1B) } \max _{x_{i t}, c_{i t} \forall i, t} \sum_{t=1}^{T} \sum_{i=1}^{N} \alpha_{i} c_{i t}-\nu \sum_{t=1}^{T}\left(\sum_{i=1}^{N} c_{i t}-\bar{c}\right)^{2} \\
\left.+\left[\beta \sum_{t=1}^{T} \sum_{i=1}^{N}\left(R_{i t}-p_{i t}\right) x_{i t}\right)-\tau \sum_{t=1}^{T} \sum_{i=1}^{N} x_{i t}^{2}\right] \\
-\sum_{i=1}^{N} h_{i} \sum_{t=1}^{T}\left(y_{i t}-\xi\right)^{2}-\eta \sum_{i} y_{i, T+1}^{2}-\mu m_{T+1} \\
+\lambda(\mathbf{1})^{\prime} \mathcal{C}_{T+1}-\pi\left\|\mathcal{C}_{T+1}\right\|_{2}^{2} \\
\text { s.t. } \quad r_{i, t+1}=\sum_{j} \gamma_{j i} r_{j t}+\sum_{j} \psi_{j i} p_{j t}, \quad \forall i, t \\
m_{t+1}=m_{t}+\sum_{i} p_{i t} x_{i t} \quad \forall t \\
C_{i, t+1}=C_{i t}+c_{i t} \quad \forall i, t \\
y_{i, t+1}=y_{i t}+x_{i t}-c_{i t} \quad \forall i, t \\
m_{1}=0 ; \quad y_{i 1}=0 \quad \forall i ; \quad C_{i 1}=0 \quad \forall i
\end{gathered}
$$

It is straightforward to rewrite (P1B) as a dynamic program (DP) in which the periods are the stages. The DP value function at each stage is jointly concave in the pertinent decision variables. As a result, solving the first order optimality conditions allows us to derive the full solution in the terminal stage, and by backward induction, we can derive an analytical solution for the customer's utility maximization problem and the utility-to-go function at each stage. This result is stated in Theorem 2.

## Theorem 2

The customer's optimal purchase and consumption policies can be expressed as linear functions of the elements in the retailer's price trajectories, customer inventory levels, and the customer's cumulative aggregate consumption level.

A proof of Theorem 2 appears in Appendix C. There, we present a proof under the simplifying assumption that $h_{i}=h$ for all $i$ but the result generalizes to the case of unequal $h_{i}$ values.

The key result is that the optimal purchase and consumption decisions in each period $t$ can be expressed as:

$$
\left[\begin{array}{c}
\mathbf{x}_{t} \\
\mathbf{c}_{t}
\end{array}\right]=K_{t}\left[\begin{array}{l}
\mathbf{y}_{t} \\
\mathcal{C}_{t}
\end{array}\right]+G_{t}\left[\begin{array}{c}
\mathbf{p}_{T} \\
\mathbf{r}_{T} \\
\mathbf{p}_{T-1} \\
\mathbf{r}_{T-1} \\
\ldots \\
\mathbf{p}_{t+1} \\
\mathbf{r}_{t+1} \\
\mathbf{p}_{t} \\
\mathbf{r}_{t}
\end{array}\right]+F_{t}
$$

where $K_{t}, G_{t}$, and $F_{t}$ are parameter matrices (see Section 3.4.2 for detailed mathematical expressions) that only depend on exogenous model parameters and are independent of prices, reference prices, the customer's inventory level and the cumulative aggregate consumption. The purchase and consumption decisions are linear functions of the reference price, current prices, and future prices. The customer's purchasing decisions reflect his (approximately) optimal response to the complex tradeoffs among the factors that we have discussed above. The terms in the parameter matrices are complicated but are easy to compute.

### 3.4.2 Algorithm Implementation

In this subsection, we provide a summary of the steps required to compute the customer's optimal purchase and consumption policy as a function of the customer's state variables and the retailer's price trajectories under the simplifying assumption that $h_{i}=h$ for all $i$. The optimal purchasing-consumption policy takes the form:

$$
\left[\begin{array}{c}
\mathbf{x}_{t} \\
\mathbf{c}_{t}
\end{array}\right]=K_{t}\left[\begin{array}{l}
\mathbf{y}_{t} \\
\mathcal{C}_{t}
\end{array}\right]+G_{t}\left[\begin{array}{c}
\mathbf{p}_{T} \\
\mathbf{r}_{T} \\
\mathbf{p}_{T-1} \\
\mathbf{r}_{T-1} \\
\ldots \\
\mathbf{p}_{t+1} \\
\mathbf{r}_{t+1} \\
\mathbf{p}_{t} \\
\mathbf{r}_{t}
\end{array}\right]+F_{t}
$$

where parameter matrices $K_{t}, G_{t}$ and $F_{t}$ are calculated via backward recursion, which we explain later in this section.

The boundary conditions at stage $T$ are:

$$
\begin{aligned}
K_{T} & =\left[\begin{array}{ll}
K_{T}^{11} & K_{T}^{12} \\
K_{T}^{21} & K_{T}^{22}
\end{array}\right] \\
& =\left[\begin{array}{ll}
-\Phi^{-1}\left[\nu \eta\left(\mathbf{1 1} 1^{\prime}\right)+\pi \eta I_{b}\right] & -\Phi^{-1} \eta \pi \\
\frac{\tau+\eta}{\eta} K_{T}^{11}+I_{b} & \frac{\tau+\eta}{\eta} K_{T}^{12}
\end{array}\right] \\
G_{T} & =\left[\begin{array}{ll}
G_{T}^{11} & G_{T}^{12} \\
G_{T}^{21} & G_{T}^{22}
\end{array}\right] \\
& =\left[\begin{array}{ll}
-\frac{\mu+\beta}{2} \Phi^{-1} & \frac{\beta}{2} \Phi^{-1} \\
\frac{1}{2 \eta}(\mu+\beta) I_{b}-\frac{\tau+\eta}{\eta} \frac{\mu+\beta}{2} \Phi^{-1} & \frac{\beta}{2} \frac{\tau+\eta}{\eta} \Phi^{-1}-\frac{\beta}{2 \eta} I_{b}
\end{array}\right], \\
F_{T} & =\left[\begin{array}{l}
F_{T}^{1} \\
F_{T}^{2}
\end{array}\right] \\
& =\left[\begin{array}{l}
\Phi^{-1}\left\{\frac{\eta}{2} \alpha+\eta\left(\nu \bar{c}+\frac{\lambda}{2}\right) \mathbf{1}\right\} \\
\frac{\tau+\eta}{\eta} \Phi^{-1}\left\{\frac{\eta}{2} \alpha+\eta\left(\nu \bar{c}+\frac{\lambda}{2}\right) \mathbf{1}\right\}
\end{array}\right],
\end{aligned}
$$

where $\Phi=(\eta \tau+\eta \pi+\tau \pi) I_{b}+\nu(\tau+\eta)(\mathbf{1})(\mathbf{1})^{\prime}$.
In addition, we have the following boundary conditions for $Q_{T}, \Pi_{T}$ and $\Lambda_{T}$ :

$$
\begin{aligned}
& Q_{T}=\left[\begin{array}{ll}
Q_{T}^{11} & Q_{T}^{12} \\
Q_{T}^{21} & Q_{T}^{22}
\end{array}\right] \\
& =\tau\binom{\left(K_{T}^{11}\right)^{\prime}}{\left(K_{T}^{12}\right)^{\prime}}\left(\begin{array}{cc}
K_{T}^{11} & K_{T}^{12}
\end{array}\right)+(\nu)\binom{\left(K_{T}^{21}\right)^{\prime}}{\left(K_{T}^{22}\right)^{\prime}}(\mathbf{1})(\mathbf{1})^{\prime}\left(\begin{array}{ll}
K_{T}^{21} & K_{T}^{22}
\end{array}\right) \\
& +h\left(\begin{array}{cc}
I_{b \times b} & 0 \\
0 & 0
\end{array}\right)+\eta\binom{\left(I_{b}+K_{T}^{11}-K_{T}^{21}\right)^{\prime}}{\left(K_{T}^{12}-K_{T}^{22}\right)^{\prime}}\left(I_{b}+K_{T}^{11}-K_{T}^{21} \quad K_{T}^{12}-K_{T}^{22}\right) \\
& +\pi\binom{\left(K_{T}^{21}\right)^{\prime}}{\left(K_{T}^{22}\right)^{\prime}}\left(\begin{array}{cc}
K_{T}^{21} & K_{T}^{22}
\end{array}\right)+\pi\left(\begin{array}{cc}
0 & 0 \\
2 K_{T}^{21} & I_{b \times b}+2 K_{T}^{22}
\end{array}\right), \\
& \Pi_{T}=\left\{-2 \tau\left(G_{T}^{11}, G_{T}^{12}\right)+\beta[-I, I]\right\}^{\prime}\left(\begin{array}{cc}
K_{T}^{11} & K_{T}^{12}
\end{array}\right) \\
& -\left\{2 \nu\left[\left(G_{T}^{21}, G_{T}^{22}\right)\right]^{\prime}\left(\mathbf{1 1}^{\prime}\right)\right\}\left(\begin{array}{cc}
K_{T}^{21} & K_{T}^{22}
\end{array}\right) \\
& -2 \eta\left\{\left[G_{T}^{11}-G_{T}^{21}, G_{T}^{12}-G_{T}^{22}\right]\right\}^{\prime}\left[I_{b}+K_{T}^{11}-K_{T}^{21}, K_{T}^{12}-K_{T}^{22}\right] \\
& -\mu[I, 0]^{\prime}\left(\begin{array}{cc}
K_{T}^{11} & K_{T}^{12}
\end{array}\right)-2 \pi\left\{\left[G_{T}^{21}, G_{T}^{22}\right]\right\}^{\prime}\left[0, I_{b}\right], \\
& \Lambda_{T}=-2\left\{\tau F_{T}^{1}\right\}^{\prime}\left(\begin{array}{cc}
K_{T}^{11} & K_{T}^{12}
\end{array}\right) \\
& -\left\{2 \nu\left\{F_{T}^{2}\right\}^{\prime}\left(\mathbf{1 1}^{\prime}\right)-\alpha^{\prime}-2 \nu \bar{c} \mathbf{1}^{\prime}\right\}\left(\begin{array}{cc}
K_{T}^{21} & K_{T}^{22}
\end{array}\right)+2\left[h \xi^{\prime}, 0\right] \\
& -2 \eta\left[F_{T}^{1}-F_{T}^{2}\right]^{\prime}\left[I_{b}+K_{T}^{11}-K_{T}^{21}, K_{T}^{12}-K_{T}^{22}\right] \\
& +\lambda \mathbf{1}^{\prime}\left[K_{T}^{21}, I_{b}+K_{T}^{21}\right]-2 \pi\left\{F_{T}^{2}\right\}^{\prime}\left[0, I_{b}\right] .
\end{aligned}
$$

We now present the general recursion at time period $t, \forall t \in\{T-1, T-2, \ldots, 2,1\}$. For any time period $t$, the parameter matrices in the optimal policy are given as:

$$
K_{t}=\left(\begin{array}{ll}
K_{t}^{11} & K_{t}^{12} \\
K_{t}^{21} & K_{t}^{22}
\end{array}\right)=A_{t}^{-1} B_{t}
$$

where

$$
\left.\begin{array}{c}
A_{t}=\left(\begin{array}{cc}
2 \tau I_{b}+2 Q_{t+1}^{11} & -2 Q_{t+1}^{11}+2 Q_{t+1}^{12} \\
-2 Q_{t+1}^{11} & +Q_{t+1}^{21} \\
2 \nu 11^{\prime}+2 Q_{t+1}^{11}-Q_{t+1}^{21}-Q_{t+1}^{12}+2 Q_{t+1}^{22}
\end{array}\right) \\
B_{t}
\end{array}\right)=\left(\begin{array}{cc}
-2 Q_{t+1}^{11} & -2 Q_{t+1}^{12} \\
2 Q_{t+1}^{11}-Q_{t+1}^{21} & Q_{t+1}^{12}-2 Q_{t+1}^{22}
\end{array}\right), ~ \begin{aligned}
G_{t} & =\left[\begin{array}{c}
G_{t}^{1} \\
G_{t}^{2}
\end{array}\right] \\
& =A_{t}^{-1}\left[\begin{array}{l}
\left(-\left(\Pi_{t+1}^{1}\right)^{\prime} \mid-(\beta+\mu) I_{b}, \beta I_{b}\right) \\
\left(\left(\Pi_{t+1}^{1}\right)^{\prime}-\left(\Pi_{t+1}^{2}\right)^{\prime} \mid 0_{b}, 0_{b}\right)
\end{array}\right] \\
F_{t} & =\left[\begin{array}{c}
F_{t}^{1} \\
F_{t}^{2}
\end{array}\right] \\
& =A_{t}^{-1}\left[\begin{array}{l}
-\left(\Lambda_{t+1}^{1}\right)^{\prime} \\
\left(\Lambda_{t+1}^{1}\right)^{\prime}-\left(\Lambda_{t+1}^{2}\right)^{\prime}+(\alpha+2 \nu \bar{c} \mathbf{1})
\end{array}\right]
\end{aligned}
$$

Furthermore, we have the following recursions for $Q_{t}, \Pi_{t}$ and $\Lambda_{t}$ :

$$
\begin{aligned}
Q_{t}= & \tau\binom{\left(K_{t}^{11}\right)^{\prime}}{\left(K_{t}^{12}\right)^{\prime}}\left(\begin{array}{ll}
K_{t}^{11} & K_{t}^{12}
\end{array}\right)+\nu\binom{\left(K_{t}^{21}\right)^{\prime}}{\left(K_{t}^{22}\right)^{\prime}} \mathbf{1} \cdot \mathbf{1}^{\prime}\left(\begin{array}{ll}
K_{t}^{21} & K_{t}^{22}
\end{array}\right)+h\left[\begin{array}{cc}
I_{b} & 0_{b} \\
0_{b} & 0_{b}
\end{array}\right] \\
& +\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right)^{\prime}\left[\begin{array}{cc}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right),
\end{aligned}
$$

$$
\begin{aligned}
& \Pi_{t}=\left(\left[0_{b \times 2(T-t)} \mid-(\mu+\beta) I_{b}, \beta I_{b}\right]+2 \tau G_{t}^{1}\right)^{\prime}\left(K_{t}^{11}, K_{t}^{12}\right)-2 \nu\left(G_{t}^{2}\right)^{\prime} \mathbf{1} \cdot \mathbf{1}^{\prime}\left(K_{t}^{21}, K_{t}^{22}\right) \\
& +2\binom{G_{t}^{1}-G_{t}^{2}}{G_{t}^{2}}^{\prime}\left[\begin{array}{ll}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) \\
& +\left[\begin{array}{cc}
\Pi_{t+1}^{1} & \Pi_{t+1}^{2} \\
0_{b \times 1} & 0_{b \times 1} \\
0_{b \times 1} & 0_{b \times 1}
\end{array}\right]\left(\begin{array}{cc}
I+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right), \\
& \Lambda_{t}=2 \tau\left(F_{t}^{1}\right)^{\prime}\left(K_{t}^{11}, K_{t}^{12}\right) \\
& +\left[(\alpha+\bar{c} \mathbf{1})^{\prime}-2 \nu\left(F_{t}^{2}\right)^{\prime} \mathbf{1} \cdot \mathbf{1}^{\prime}\right]\left(K_{t}^{21}, K_{t}^{22}\right)+2\left[h \xi^{\prime}, 0\right] \\
& +2\left[\binom{F_{t}^{1}-F_{t}^{2}}{F_{t}^{2}}\right]^{\prime}\left[\begin{array}{ll}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) \\
& +\left(\Lambda_{t+1}^{1}, \Lambda_{t+1}^{2}\right)\left(\begin{array}{cc}
I+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) .
\end{aligned}
$$

For any given set of price trajectories, after the parameter matrices are calculated off-line in advance, we can compute the customer's optimal purchase and consumption trajectories in a forward fashion. For given initial reference prices $\boldsymbol{r}_{1}$ and price trajectories $\left\{\boldsymbol{p}_{\boldsymbol{t}}\right\}_{t=1}^{T}$, we calculate the corresponding reference price trajectories, $\left\{\boldsymbol{r}_{t}\right\}_{t=1}^{T}$. Starting from $t=1$, for given $\boldsymbol{y}_{\boldsymbol{t}}, \boldsymbol{\mathcal { C }}_{t}, \boldsymbol{p}_{\boldsymbol{t}}$ and $\boldsymbol{r}_{\boldsymbol{t}}$, we calculate $\boldsymbol{x}_{\boldsymbol{t}}$, which along with inventory level $\boldsymbol{y}_{t}$, and aggregate consumption level $\mathcal{C}_{t}$, determine $\mathbf{y}_{t+1}$ and $\mathcal{C}_{t+1}$. We move to the next period and repeat the process until we reach the end of the horizon.

### 3.4.3 Retailer's Profit Maximization Problem

Using the derived demand and consumption response functions, $\left\{\boldsymbol{x}_{t}\right\}_{t=1}^{T}$ and $\left\{\boldsymbol{c}_{t}\right\}_{t=1}^{T}$, we can now reformulate the retailer's profit maximization problem, considering price trajectories over the entire policy space. We incorporate the customer's optimal purchase response in the form of constraints in the retailer's price optimization problem that relate $x_{i t}^{*}(\mathbf{P})$ to state variables, reference prices, current prices, and future prices.

The reformulation of the retailer's profit maximization problem is:

$$
\begin{align*}
& \max _{p_{i t}, \forall i, t} n \sum_{t=1}^{T} \sum_{i=1}^{N}\left(p_{i t}-v_{i}\right) x_{i t}  \tag{P2B}\\
& \text { s.t. }\left[\begin{array}{c}
\boldsymbol{x}_{t} \\
\boldsymbol{c}_{t}
\end{array}\right]=K_{t}\left[\begin{array}{c}
\boldsymbol{y}_{t} \\
\mathcal{C}_{t}
\end{array}\right]+G_{t}\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1} \\
\boldsymbol{r}_{T-1} \\
\ldots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]+F_{t}, \\
& \\
& \boldsymbol{r}_{t+1}=\Gamma \boldsymbol{r}_{t}+\Psi \boldsymbol{p}_{\boldsymbol{t}}, t=1, \ldots, T, R_{1} \text { given, } \\
& \boldsymbol{\mathcal { C }}_{t+1}=\boldsymbol{\mathcal { C }}_{t}+\boldsymbol{c}_{t}, t=1, \ldots, T, \boldsymbol{\mathcal { C }}_{1}=0, \\
& \boldsymbol{y}_{t+1}=\boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t}, t=1, \ldots, T, \boldsymbol{y}_{1}=0 .
\end{align*}
$$

As the customer's purchase quantities in each period $t$ are linear functions of the price trajectory for the products, the objective function is quadratic and the constraints are linear functions of the elements in the price trajectories. Problem (P2B) is therefore a quadratic program. Using modern commercial optimization solvers, both concave and nonconcave quadratic programs can be solved to optimality tractably. A similar approach can be used to evaluate the retailer's profit for any given set of price trajectories.

### 3.4.4 Extension: Heterogeneous Customers

In this subsection, we extend our methodology to allow $K$ distinct customer segments, each of which is homogeneous. We use $n_{k}$ to denote the number of customers in segment $k$. For each segment $k$, the representative customer's utility maximization problem has the same form as (P1) and we can simply index the pertinent parameters and variables by $k$. By Theorem 2, the optimal purchasing-consumption policy of a representative customer in the $k$-th segment, after model reformulation, can be expressed as a linear function of the elements in the retailer's price trajectories.

Accounting for $K$ distinct customer segments, the retailer's profit maximization problem can be expressed as follows:

$$
\begin{equation*}
\max _{p_{i t}, \forall i, t} \sum_{k=1}^{K} \sum_{t=1}^{T} \sum_{i=1}^{N} n_{k}\left(p_{i t}-v_{i}\right) x_{i t}^{*}(\mathbf{P}) \tag{P2C}
\end{equation*}
$$

where $\mathbf{P}$ is the matrix of prices. The retailer can solve (P2C) using the solution methodology described in Section 3.4.3. Note that segments of customers who are loyal to a specific product or to a set of products can be handled by appropriately specifying their utilities for the various products. Finally, we note that our model can also be extended to consider different customer segments who arrive in heterogeneous sets of time periods and updating of each segment's reference price only when the segment visits the store and observes the price (as in Wang 2016).

### 3.5 Numerical Study

In this section, we present numerical examples that illustrate the effects of separating the purchasing and consumption decisions to shed light on both the strengths and limitations of our approach. In our first example, the consumption target is constant over the horizon. We compare the solution of the full model (P1B) and that of a variant of it, which we call (P1C), in which the customer does not hold any inventory and must consume everything in the period of purchase. A formulation of (P1C) appears below.

$$
\begin{gathered}
\text { (P1C) } \max _{x_{i t} \forall i, t}\left[\sum_{t=1}^{T} \sum_{i=1}^{N}\left(\beta\left(R_{i t}-p_{i t}\right)+\alpha_{i}\right) x_{i t}-\tau \sum_{t=1}^{T} \sum_{i=1}^{N} x_{i t}^{2}\right]-\mu m_{T+1} \\
\text { s.t. } r_{i, t+1}=\sum_{j} \gamma_{j i} r_{j t}+\sum_{j} \psi_{j i} p_{j t}, \quad \forall i, t \\
m_{t+1}=m_{t}+\sum_{i} p_{i t} x_{i t} \forall t \\
m_{T+1} \leq \bar{M} \\
m_{1}=0
\end{gathered}
$$

It is possible to include consumption targets in the foregoing formulation, but we have excluded them here.

In the numerical example, the retailer sells two substitutable products for which the reference prices evolve independently. The retailer sells each product at its regular price for most of the fifteen-period horizon, but offers a promotion in the fourth period and has a final markdown phase from the eleventh period onward. The price trajectories are:

$$
\begin{aligned}
& \left\{p_{1 t}\right\}_{t=1}^{15}=15,15,15,10,15,15,15,15,15,15,12,7.5,7.5,7.5,7.5 \\
& \left\{p_{2 t}\right\}_{t=1}^{15}=16,16,16,13,16,16,16,16,16,16,13,8.5,8.5,8.5,8.5
\end{aligned}
$$

The other problem parameters are: $\bar{M}=2000, \tau=1.2, \alpha_{1}=11, \alpha_{2}=13, \beta=0.9$, $\gamma_{i i}=0.75 \forall i, \psi_{i i}=0.25 \forall i, \bar{c}=15, \nu=40, h=2.0, \eta=25, \xi=10, \lambda=3.0$ and $\pi=0.15$. In order to provide a sensible comparison of the customer's optimal responses in the two scenarios, we assume that she has the same budget in both cases. We wish to model a setting in which the customer desires smooth consumption and has an incentive to consume all purchased units by the end of the selling season, so we set both the coefficient for disutility associated with non-smooth consumption $(\nu)$ and the coefficient for discounts
on inventory consumed beyond the selling horizon $(\eta)$ to high values in order to induce these desired effects. For simplicity, we have also assumed that the inventory holding costs are identical for both products, i.e. $h_{1}=h_{2}=h$.

The customer's optimal responses from the purchase-only model and the full model are shown in Figures 3.1 and 3.2, respectively. In Figure 3.1 we present, from top to bottom, the price and reference price trajectory, the customer's optimal purchase, cumulative aggregate consumption, and cumulative aggregate expenditures. Figure 3.2 is organized in a similar fashion with the following two modifications: (i) the second panel also shows the the customer's aggregate consumption of the two products in each period and (ii) the third panel shows the customer's inventory level rather than cumulative aggregate consumption.

We can see that under the purchase-only model, the customer purchases both products at an almost constant rate during regular-price periods, and increases her purchases very slightly during the in-season promotion. Thus, reference prices alone do not induce large demand "spikes' that are commonly observed in practice. Consumption (which is equal to purchases in the purchase-only model) turns out not to be very smooth (which is difficult to discern from the graph due to scaling issues) because the customer purchases more than $40 \%$ of her aggregate consumption during the four final markdown periods that constitute less than $27 \%$ of the time horizon, so she purchases and consumes at a higher rate during the markdown periods. Under the full model, the customer, aiming to simultaneously satisfy her budget constraint and meet her high per-period consumption target, significantly increases her purchases during promotion periods, stockpiles much of the discounted purchases, and consumes at a constant rate. In addition, (small) pre- and post-promotion dips that are observed in practice and have been reported in empirical studies (Neslin and van Heerde 2008) do appear in the results from the full model.

We have experimented with many combinations of parameters and have found, not surprisingly, that introducing stable consumption targets (which are pertinent for some products) into the purchase-only model dampens fluctuations in purchases. In general, we have found that the only realistic way to induce significant spikes in purchases when consumption is required to be equal to purchases in each period is to set high consumption targets corresponding to special periods (e.g., holidays). A less realistic way is to introduce very strong gain-seeking effects without decreasing marginal returns. However, simply by separating the purchase and consumption decisions, as in the full model, demand spikes, whose amplitudes obviously depend upon the specific parameters, always arise when discounts are offered, with much of the purchases being stockpiled.


Figure 3.1 Customer's Optimal Response (Purchase-Only Model)


Figure 3.2 Customer's Optimal Response (Full Model)

Although the full model can generate realistic customer purchase trajectories, the quadratic function that we use to penalize both shortages and inventory in the customer's objective function, even if it is centered at a non-zero value, is extremely difficult, if not impossible, to calibrate for this purpose. For example, the inventory holding cost parameter, $h$, and the center of the quadratic inventory cost function, $\xi$, must be sufficiently high to ensure that the non-negativity constraint on inventory level is not severely violated. As an example, in the solution shown in Figure 3.2 for a case where $h$ is quite high and $\xi=10$, the customer's inventory level is close to $\xi$ when the true optimal values should be zero, but later in the horizon, the inventory level becomes negative prior to the end-of-season markdown period. Here, $h$ is too high to accurately represent true inventory holding costs, thus leading to
distortions in the tradeoffs in the customer's objective function, and the positive value of $\xi$ distorts the purchasing pattern of the customer early in the horizon as she has an incentive to bring her inventory level up to $\xi$.


Figure 3.3 Customer's Optimal Response (Full Model with $\xi=0$ )

To further illustrate these effects, in Figure 3.3, we present the customer's optimal responses for the full model under the same parameters, except that $\xi=0$. Observe that the inventory trajectory shifts downward, when compared to the results shown in Figure 3.2, and the inventory level becomes quite negative, especially prior to the final markdown periods. These results elucidate the limitations of our approach. It would be extremely challenging to specify the coefficients in the customer's objective function even when each has an economic
or physical meaning; any further calibration seems to be beyond the scope of what even a sophisticated retailer can do. We discuss ideas for a path forward in the concluding section.

### 3.6 Conclusions and Future Research Directions

In this chapter, we consider a problem retailers face when setting prices, including promotional prices, over a multi-period planning horizon for multiple substitutable products. We consider the problem in a setting in which customers anticipate the retailer's pricing strategy and the retailer anticipates the customers' purchasing decisions. We formulate the problem as a two-stage game in which the retailer chooses prices and the customers respond by selecting whether, when, and how much to purchase and consume. We develop a unified leader-follower framework in which the retailer chooses price trajectories for the products over some time horizon and customers make purchasing and consumption decisions. The separation of the customer's problem from the retailer's problem allows us to capture a much richer set of considerations in the customer's optimization problem than in past research. We are also able to incorporate fairly general reference price formation processes that include cross-product effects. We explicitly separate customer purchasing and consumption decisions, thus also capturing implicit stockpiling decisions.

We develop a methodology for solving the customer's problem for arbitrary price trajectories based on a linear quadratic control formulation of an approximation of the customer's utility maximization problem. We derive analytical representations for the customer's optimal decisions as simple linear functions of prices, reference prices, inventory levels (as state variables), and the cumulative aggregate consumption level (as a state variable). The separation of the customer's two types of decisions turns out to be important in the ability to induce realistic purchasing patterns, including demand spikes like those observed in practice and the associated stockpiling, as well as pre- and post-promotion dips, which are also observed in practice. We then embed the consumer's optimal policy (in analytic form) in the retailer's profit maximization problem and show that the retailer's problem can be reformulated as a quadratic program which is easy to solve numerically. Despite the additional generality of our problem context, our solution methodology is computationally tractable. Our approach can be extended to allow multiple customer segments.

We hope that our research, which provides a new framework for retail price optimization in which the customer's complicated multi-product, multi-period decisions are modeled via an optimization problem, serves as a catalyst for more research in this direction. Our approach has several limitations. Accordingly, we conclude this chapter by discussing several future research directions. As noted in the previous section, more research is needed to develop mechanisms to handle the non-negativity constraints on inventory without meaningfully distorting the customer's objective function. One possibility is to replace the quadratic inventory cost function with a different second-order expression that explicitly accounts for
the asymmetric consequences of shortages and inventory. As the resulting optimization problem is no longer a linear quadratic control problem, it will be necessary to develop a new representation of the customer's approximately optimal solution in closed form, which poses a challenging technical problem. We also note that determining the values of coefficients in the customer's optimization problem is a difficult task. One would need sales observations for a variety of price trajectories for each customer segment, and the fitted values of the coefficients may not work well for a wide range of price trajectories. It would be desirable for each coefficient to represent a value that has an economic or substantive interpretation so that a retailer can specify it directly. Finally, it would also be interesting explore whether our approach can be generalized to consider multiple related product categories that may be linked via reference prices or budget constraints, and multiple product generations in settings where valuations and reference prices carry over to some extent from one generation to the next.

## Appendix

## Appendix C: Proof of Theorem 2

In this section, we prove Theorem 2 via mathematical induction. As problem (P1B) is stage-wise separable, it can be solved recursively by dynamic programming. For ease of exposition, we assume that the holding cost is the same for all products within the product category and provide our proof in matrix form for brevity.

First, we consider the problem at Stage $T$ :

$$
\begin{aligned}
\left.J_{T}\left(\boldsymbol{r}_{T}, m_{T}, \boldsymbol{\mathcal { C }}_{T}, \boldsymbol{y}_{T}\right)\right)= & \max _{\boldsymbol{x}_{\boldsymbol{T}}, \boldsymbol{c}_{\boldsymbol{T}}}-\tau\left\|\boldsymbol{x}_{T}\right\|^{2}+\beta\left(\boldsymbol{r}_{T}-\boldsymbol{p}_{T}\right)^{\prime} \boldsymbol{x}_{T}-\nu \boldsymbol{c}_{T}^{\prime}\left((\mathbf{1})(\mathbf{1})^{\prime}\right) \boldsymbol{c}_{T}+[\alpha+2 \nu \bar{c} \mathbf{1}]^{\prime} \boldsymbol{c}_{T} \\
& -h\left\|\boldsymbol{y}_{T}\right\|_{2}^{2}+2 h \xi^{\prime} \boldsymbol{y}_{T}-\eta\left\|\mathbf{y}_{T}+\boldsymbol{x}_{T}-\boldsymbol{c}_{T}\right\|_{2}^{2}-\mu\left[m_{T}+\left(\boldsymbol{p}_{T}\right)^{\prime} \boldsymbol{x}_{T}\right] \\
& +\lambda(\mathbf{1})^{\prime}\left[\boldsymbol{\mathcal { C }}_{T}+\boldsymbol{c}_{\boldsymbol{T}}\right]-\pi\left\|\boldsymbol{\mathcal { C }}_{T}+\boldsymbol{c}_{T}\right\|_{2}^{2}
\end{aligned}
$$

Setting the derivatives of $J_{T}$ with respect to $\boldsymbol{x}_{T}$ and $\boldsymbol{c}_{T}$ equal to zero yields the first order necessary conditions:

$$
\begin{align*}
& 2 \tau \boldsymbol{x}_{T}-\beta \boldsymbol{r}_{T}+\beta \boldsymbol{p}_{T}+2 \eta\left(\boldsymbol{y}_{T}+\boldsymbol{x}_{T}-\boldsymbol{c}_{\boldsymbol{T}}\right)+\mu \boldsymbol{p}_{T}=0  \tag{3.1}\\
& 2 \nu\left((\mathbf{1})(\mathbf{1})^{\prime}\right) \boldsymbol{c}_{T}-\alpha-2 \nu \bar{c} \mathbf{1}-2 \eta\left(\boldsymbol{y}_{T}+\boldsymbol{x}_{T}-\boldsymbol{c}_{T}\right)-\lambda \mathbf{1}+2 \pi\left(\boldsymbol{\mathcal { C }}_{T}+\boldsymbol{c}_{T}\right)=0 . \tag{3.2}
\end{align*}
$$

Solving both (3.1) and (3.2) for $c_{T}$, we have

$$
\begin{align*}
& \boldsymbol{c}_{T}=\frac{\tau+\eta}{\eta} \boldsymbol{x}_{T}+\boldsymbol{y}_{T}+\frac{1}{2 \eta}\left[(\mu+\beta) \boldsymbol{p}_{T}-\beta \boldsymbol{r}_{T}\right]  \tag{3.3}\\
& \boldsymbol{c}_{T}=\Sigma^{-1}\left\{\eta \boldsymbol{y}_{T}+\eta \boldsymbol{x}_{T}+\left(\nu \bar{c}+\frac{\lambda}{2}\right) \mathbf{1}+\frac{\alpha}{2}-\pi \boldsymbol{\mathcal { C }}_{T}\right\} \tag{3.4}
\end{align*}
$$

where $\Sigma=\nu(\mathbf{1})(\mathbf{1})^{\prime}+(\pi+\eta) I_{b}$ is positive definite.
Equalizing the right hand sides of (3.3) and (3.4) yields

$$
\frac{\tau+\eta}{\eta} \boldsymbol{x}_{T}+\boldsymbol{y}_{T}+\frac{1}{2 \eta}\left[(\mu+\beta) \boldsymbol{p}_{T}-\beta \boldsymbol{r}_{T}\right]=\Sigma^{-1}\left\{\eta \boldsymbol{y}_{T}+\eta \boldsymbol{x}_{T}+\left(\nu \bar{c}+\frac{\lambda}{2}\right) \mathbf{1}+\frac{\alpha}{2}-\pi \mathcal{C}_{T}\right\}
$$

from which we obtain:

$$
\begin{equation*}
\boldsymbol{x}_{T}^{*}=\Phi^{-1}\left\{\frac{1}{2}\left\{\Sigma\left[\beta \boldsymbol{r}_{T}-(\mu+\beta) \boldsymbol{p}_{T}\right]+\alpha \eta\right\}-\left(\nu \eta(\mathbf{1})(\mathbf{1})^{\prime}+\pi \eta\right) \boldsymbol{y}_{T}+\eta\left(\nu \bar{c}+\frac{\lambda}{2}\right) \mathbf{1}-\eta \pi \mathcal{C}_{T}\right\} \tag{3.5}
\end{equation*}
$$

where $\Phi=(\eta \tau+\eta \pi+\tau \pi) I_{b}+\nu(\tau+\eta)(\mathbf{1})(\mathbf{1})^{\prime}$ is positive definite.
Let us write the expression of $x_{T}^{*}$ in a more compact form:

$$
\boldsymbol{x}_{T}^{*}=\left[K_{T}^{11}, K_{T}^{12}\right]\left[\begin{array}{l}
\boldsymbol{y}_{T} \\
\boldsymbol{\mathcal { C }}_{T}
\end{array}\right]+D_{T}^{1},
$$

where

$$
\begin{aligned}
K_{T}^{11} & =-\Phi^{-1}\left[\nu \eta\left(\mathbf{1 1}^{\prime}\right)+\pi \eta I_{b}\right], K_{T}^{12}=-\Phi^{-1} \eta \pi \\
D_{T}^{1} & =\Phi^{-1}\left\{\frac{1}{2}\left[\beta \boldsymbol{r}_{\boldsymbol{T}}-(\mu+\beta) P_{T}\right]+\frac{\eta}{2} \alpha+\eta\left(\nu \bar{c}+\frac{\lambda}{2}\right) \mathbf{1}\right\} \\
& =\left[G_{T}^{11}, G_{T}^{12}\right]\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right]+F_{T}^{1},
\end{aligned}
$$

with

$$
\begin{aligned}
G_{T}^{11} & =-\frac{\mu+\beta}{2} \Phi^{-1} \\
G_{T}^{12} & =\frac{\beta}{2} \Phi^{-1} \\
F_{T}^{1} & =\Phi^{-1}\left\{\frac{\eta}{2} \alpha+\eta\left(\nu \bar{c}+\frac{\lambda}{2}\right) \mathbf{1}\right\}
\end{aligned}
$$

Furthermore,

$$
\boldsymbol{c}_{T}^{*}=\left[K_{T}^{21}, K_{T}^{22}\right]\left[\begin{array}{l}
\boldsymbol{y}_{T}  \tag{3.6}\\
\boldsymbol{\mathcal { C }}_{T}
\end{array}\right]+D_{T}^{2}
$$

where

$$
\begin{aligned}
K_{T}^{21} & =\frac{\tau+\eta}{\eta} K_{T}^{11}+I_{b}, K_{T}^{22}=\frac{\tau+\eta}{\eta} K_{T}^{12} \\
D_{T}^{2} & =\frac{\tau+\eta}{\eta} D_{T}^{1}+\frac{1}{2 \eta}\left[(\mu+\beta) \boldsymbol{p}_{\boldsymbol{T}}-\beta \boldsymbol{r}_{\boldsymbol{T}}\right] \\
& =\left[G_{T}^{21}, G_{T}^{22}\right]\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right]+F_{T}^{2}
\end{aligned}
$$

with

$$
\begin{aligned}
G_{T}^{21} & =\frac{1}{2 \eta}(\mu+\beta) I_{b}-\frac{\tau+\eta}{\eta} \frac{\mu+\beta}{2} \Phi^{-1} \\
G_{T}^{22} & =\frac{\beta}{2} \frac{\tau+\eta}{\eta} \Phi^{-1}-\frac{\beta}{2 \eta} I_{b} \\
F_{T}^{2} & =\frac{\tau+\eta}{\eta} \Phi^{-1}\left\{\frac{\eta}{2} \alpha+\eta\left(\nu \bar{c}+\frac{\lambda}{2}\right) \mathbf{1}\right\}
\end{aligned}
$$

Thus, we can express the optimal decision at stage $T$ as:

$$
\begin{align*}
{\left[\begin{array}{c}
\boldsymbol{x}_{T}^{*} \\
\boldsymbol{c}_{T}^{*}
\end{array}\right] } & =K_{T}\left[\begin{array}{l}
\boldsymbol{y}_{T} \\
\boldsymbol{\mathcal { C }}_{T}
\end{array}\right]+D_{T} \\
& =\left[\begin{array}{ll}
K_{T}^{11} & K_{T}^{12} \\
K_{T}^{21} & K_{T}^{22}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{y}_{T} \\
\boldsymbol{\mathcal { C }}_{T}
\end{array}\right]+\left[\begin{array}{ll}
G_{T}^{11} & G_{T}^{12} \\
G_{T}^{21} & G_{T}^{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right]+\left[\begin{array}{c}
F_{T}^{1} \\
F_{T}^{2}
\end{array}\right] \tag{3.7}
\end{align*}
$$

where the matrix $K_{T}$ is independent of $\boldsymbol{p}_{T}$ and $\boldsymbol{r}_{T}$ and vector $D_{T}$ is linear in $\boldsymbol{p}_{T}$ and $\boldsymbol{r}_{T}$.
Note that

$$
\begin{aligned}
\boldsymbol{y}_{T}+\boldsymbol{x}_{T}^{*}-\boldsymbol{c}_{T}^{*}= & \boldsymbol{y}_{T}+K_{T}^{11} \boldsymbol{y}_{T}+K_{T}^{12} \mathcal{C}_{T}-K_{T}^{21} \boldsymbol{y}_{T}-K_{T}^{22} \mathcal{C}_{T}+D_{T}^{1}-D_{T}^{2} \\
= & {\left[I_{b}+K_{T}^{11}-K_{T}^{21}, K_{T}^{12}-K_{T}^{22}\right]\left[\begin{array}{c}
\boldsymbol{y}_{T} \\
\mathcal{C}_{T}
\end{array}\right]+\left[G_{T}^{11}-G_{T}^{21}, G_{T}^{12}-G_{T}^{22}\right]\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right] } \\
& +\left[F_{T}^{1}-F_{T}^{2}\right] .
\end{aligned}
$$

Substituting the expressions for $\boldsymbol{x}_{T}^{*}$ and $\boldsymbol{c}_{T}^{*}$ from (3.7) into $J_{T}\left(\boldsymbol{r}_{T}, m_{T}, \mathcal{C}_{T}, \boldsymbol{y}_{T}\right)$ yields:

$$
J_{T}\left(\boldsymbol{r}_{T}, m_{T}, \mathcal{C}_{T}, \boldsymbol{y}_{T}\right)=-\left[\boldsymbol{y}_{T}^{\prime}, \boldsymbol{\mathcal { C }}_{T}\right] Q_{T}\left[\begin{array}{l}
\boldsymbol{y}_{T}  \tag{3.8}\\
\mathcal{C}_{T}
\end{array}\right]+L_{T}\left[\begin{array}{l}
\boldsymbol{y}_{T} \\
\mathcal{C}_{T}
\end{array}\right]-\mu m_{T}+E_{T}
$$

where $Q_{T}$ is independent of $\boldsymbol{p}_{T}$ and $\boldsymbol{r}_{T}$, and is given as follows:

$$
\left.\left.\begin{array}{rl}
Q_{T}= & {\left[\begin{array}{ll}
Q_{T}^{11} & Q_{T}^{12} \\
Q_{T}^{21} & Q_{T}^{22}
\end{array}\right]} \\
= & \tau\binom{\left(K_{T}^{11}\right)^{\prime}}{\left(K_{T}^{12}\right)^{\prime}}\left(\begin{array}{ll}
K_{T}^{11} & K_{T}^{12}
\end{array}\right)+(\nu)\binom{\left(K_{T}^{21}\right)^{\prime}}{\left(K_{T}^{22}\right)^{\prime}}(\mathbf{1})(\mathbf{1})^{\prime}\left(\begin{array}{ll}
K_{T}^{21} & K_{T}^{22}
\end{array}\right) \\
& +h\left(\begin{array}{cc}
I_{b \times b} & 0 \\
0 & 0
\end{array}\right)+\eta\binom{\left(I_{b}+K_{T}^{11}-K_{T}^{21}\right)^{\prime}}{\left(K_{T}^{12}-K_{T}^{22}\right)^{\prime}}\left(I_{b}+K_{T}^{11}-K_{T}^{21}\right.
\end{array} K_{T}^{12}-K_{T}^{22}\right) ~ 子 \begin{array}{cc}
0 & 0 \\
2 K_{T}^{21} & I_{b \times b}+2 K_{T}^{22}
\end{array}\right) .
$$

$L_{T}$ is linear in $\boldsymbol{p}_{T}$ and $\boldsymbol{r}_{T}$, and is given as follows:

$$
\begin{aligned}
L_{T}= & {\left[L_{T}^{1}, L_{T}^{2}\right] } \\
= & \left\{-2 \tau\left[\left(G_{T}^{11}, G_{T}^{12}\right)\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right]+F_{T}^{1}\right]+\beta[-I, I]\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right]\right\}^{\prime}\left(\begin{array}{ll}
K_{T}^{11} & K_{T}^{12}
\end{array}\right) \\
& -\left\{2 \nu\left[\left(G_{T}^{21}, G_{T}^{22}\right)\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right]+F_{T}^{2}\right]^{\prime}\left(\mathbf{1 1}^{\prime}\right)-\alpha^{\prime}-2 \nu \bar{c} \mathbf{1}^{\prime}\right\}\left(\begin{array}{ll}
K_{T}^{21} & K_{T}^{22}
\end{array}\right)+2\left[h \xi^{\prime}, 0\right] \\
& -2 \eta\left\{\left[G_{T}^{11}-G_{T}^{21}, G_{T}^{12}-G_{T}^{22}\right]\left[\begin{array}{c}
\boldsymbol{p}_{\boldsymbol{T}} \\
\boldsymbol{r}_{\boldsymbol{T}}
\end{array}\right]+\left[F_{T}^{1}-F_{T}^{2}\right]\right\}^{\prime}\left[I_{b}+K_{T}^{11}-K_{T}^{21}, K_{T}^{12}-K_{T}^{22}\right] \\
& -\left\{\mu[I, 0]\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right]\right\}^{\prime}\left(K_{T}^{11} \quad K_{T}^{12}\right)+\lambda \mathbf{1}^{\prime}\left[K_{T}^{21}, I_{b}+K_{T}^{21}\right] \\
& -2 \pi\left\{\left[G_{T}^{21}, G_{T}^{22}\right]\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T}
\end{array}\right]+F_{T}^{2}\right\}^{\prime}\left[0, I_{b}\right] \\
= & {\left[\boldsymbol{p}_{T}^{\prime}, \boldsymbol{r}_{T}^{\prime}\right] \Pi_{T}+\Lambda_{T}, }
\end{aligned}
$$

with

$$
\begin{aligned}
\Pi_{T}= & \left\{-2 \tau\left(G_{T}^{11}, G_{T}^{12}\right)+\beta[-I, I]\right\}^{\prime}\left(\begin{array}{cc}
K_{T}^{11} & K_{T}^{12}
\end{array}\right) \\
& -\left\{2 \nu\left[\left(G_{T}^{21}, G_{T}^{22}\right)\right]^{\prime}\left(\mathbf{1 1}^{\prime}\right)\right\}\left(\begin{array}{l}
K_{T}^{21} \\
\\
\\
\end{array} K_{T}^{22}\right) \\
& -2 \eta\left\{\left[G_{T}^{11}-G_{T}^{21}, G_{T}^{12}-G_{T}^{22}\right]\right\}^{\prime}\left[I_{b}+K_{T}^{11}-K_{T}^{21}, K_{T}^{12}-K_{T}^{22}\right] \\
& -\mu[I, 0]^{\prime}\left(K_{T}^{11} \quad K_{T}^{12}\right)-2 \pi\left\{\left[G_{T}^{21}, G_{T}^{22}\right]\right\}^{\prime}\left[0, I_{b}\right], \\
\Lambda_{T}= & -2\left\{\tau F_{T}^{1}\right\}^{\prime}\left(K_{T}^{11} \quad K_{T}^{12}\right) \\
& -\left\{2 \nu\left\{F_{T}^{2}\right\}^{\prime}\left(\mathbf{1 1 ^ { \prime }}\right)-\alpha^{\prime}-2 \nu \bar{c} \mathbf{1}^{\prime}\right\}\left(K_{T}^{21} \quad K_{T}^{22}\right)+2\left[h \xi^{\prime}, 0\right] \\
& -2 \eta\left[F_{T}^{1}-F_{T}^{2}\right]^{\prime}\left[I_{b}+K_{T}^{11}-K_{T}^{21}, K_{T}^{12}-K_{T}^{22}\right] \\
& +\lambda \mathbf{1}^{\prime}\left[K_{T}^{21}, I_{b}+K_{T}^{21}\right]-2 \pi\left\{F_{T}^{2}\right\}^{\prime}\left[0, I_{b}\right],
\end{aligned}
$$

and $E_{T}$ is quadratic in $\boldsymbol{p}_{T}$ and $\boldsymbol{r}_{T}$ and independent of state variables $\boldsymbol{y}_{T}$ and $\boldsymbol{\mathcal { C }}_{T}$. Because $E_{T}$ does not play a role in the backward recursion, we omit its detailed expression.

## General DP recursion:

We now derive the complete solution of the problem using backward induction. Let us assume that the optimal utility-to-go in time period $t+1$ takes the following form:

$$
\begin{align*}
& J_{t+1}\left(\boldsymbol{r}_{t+1}, m_{t+1}, \mathcal{C}_{t+1}, \boldsymbol{y}_{t+1}\right)  \tag{3.9}\\
= & -\left[\boldsymbol{y}_{t+1}^{\prime}, \mathcal{C}_{t+1}\right] Q_{t+1}\left[\begin{array}{c}
\boldsymbol{y}_{t+1} \\
\mathcal{C}_{t+1}
\end{array}\right]+L_{t+1}\left[\begin{array}{c}
\boldsymbol{y}_{t+1} \\
\boldsymbol{C}_{t+1}
\end{array}\right]-\mu m_{t+1}+E_{t+1}, \tag{3.10}
\end{align*}
$$

where

$$
\begin{aligned}
L_{t+1} & =\left[\boldsymbol{p}_{T}^{\prime}, \boldsymbol{r}_{T}^{\prime}, \boldsymbol{p}_{T-1}^{\prime}, \boldsymbol{r}_{T-1}^{\prime}, \ldots, \boldsymbol{p}_{t+2}^{\prime}, \boldsymbol{r}_{t+2}^{\prime}, \boldsymbol{p}_{t+1}^{\prime}, \boldsymbol{r}_{t+1}^{\prime}\right] \Pi_{t+1}+\Lambda_{t+1} \\
& =\left[\boldsymbol{p}_{T}^{\prime}, \boldsymbol{r}_{T}^{\prime}, \boldsymbol{p}_{T-1}^{\prime}, \boldsymbol{r}_{T-1}^{\prime}, \ldots, \boldsymbol{p}_{t+2}^{\prime}, \boldsymbol{r}_{t+2}^{\prime}, \boldsymbol{p}_{t+1}^{\prime}, \boldsymbol{r}_{t+1}^{\prime}\right]\left[\Pi_{t+1}^{1}, \Pi_{t+1}^{2}\right]+\left[\Lambda_{t+1}^{1}, \Lambda_{t+1}^{2}\right]
\end{aligned}
$$

Note $\Pi_{t+1}$ is of dimension $2(T-t) \times 2 b$, both $\Pi_{t+1}^{2}$ and $\Pi_{t+1}^{2}$ are of dimension $2(T-t)$ $\times b, \Lambda_{t+1}$ is of dimension $1 \times 2 b$, both $\Lambda_{t+1}^{1}$ and $\Lambda_{t+1}^{2}$ are of dimension $1 \times b$, and $E_{t+1}$ is independent of both $\boldsymbol{y}_{t+1}$ and $\mathcal{C}_{t+1}$. When $t=T-1$, the form of the optimal utility-to-go in time period $T$ satisfies this form (see (3.8)) and serves as the base case in the mathematical induction.

The optimal utility-to-go in period $t$ is then given by:

$$
\begin{aligned}
J_{t}\left(\boldsymbol{r}_{t}, m_{t}, \mathcal{C}_{t}, \boldsymbol{y}_{t}\right)= & \max _{\boldsymbol{x}_{t}, \boldsymbol{c}_{t}}\left\{-\tau\left\|\boldsymbol{x}_{t}\right\|_{2}^{2}+\beta\left(\boldsymbol{r}_{t}-\boldsymbol{p}_{t}\right)^{\prime} \boldsymbol{x}_{t}-\nu \boldsymbol{c}_{t}^{\prime}\left((\mathbf{1})(\mathbf{1})^{\prime}\right) \boldsymbol{c}_{t}+[\alpha+2 \nu \bar{c} \mathbf{1}]^{\prime}\left(\boldsymbol{c}_{t}\right)\right. \\
& \left.-h\left\|\boldsymbol{y}_{t}\right\|_{2}^{2}+2 h \xi^{\prime} \boldsymbol{y}_{t}+J_{t+1}\left(\Gamma \boldsymbol{r}_{t}+\Psi \boldsymbol{p}_{t}, m_{t}+\boldsymbol{p}_{t}^{\prime} \boldsymbol{x}_{t}, \mathcal{C}_{t}+\boldsymbol{c}_{t}, \boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t}\right)\right\} \\
= & \max _{\boldsymbol{x}_{t}, \boldsymbol{c}_{t}}\left\{-\tau\left\|\boldsymbol{x}_{t}\right\|_{2}^{2}+\beta\left(\boldsymbol{r}_{t}-\boldsymbol{p}_{t}\right)^{\prime} \boldsymbol{x}_{t}-\nu \boldsymbol{c}_{t}^{\prime}\left((\mathbf{1})(\mathbf{1})^{\prime}\right) \boldsymbol{c}_{t}+[\alpha+2 \nu \bar{c} \mathbf{1}]^{\prime}\left(\boldsymbol{c}_{t}\right)\right. \\
& +2 h \xi^{\prime} \boldsymbol{y}_{t}-\left[\boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t} \mathcal{C}_{t}+\boldsymbol{c}_{t}\right]^{\prime}\left[\begin{array}{ll}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t} \\
\mathcal{C}_{t}+\boldsymbol{c}_{t}
\end{array}\right] \\
& +\left[L_{t+1}^{1}, L_{t+1}^{2}\right]\left[\begin{array}{c}
\boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t} \\
\mathcal{C}_{t}+\boldsymbol{c}_{t}
\end{array}\right]-h\left\|\boldsymbol{y}_{t}\right\|_{2}^{2}-\mu\left(m_{t}+\boldsymbol{p}_{t}^{\prime} \boldsymbol{x}_{t}\right)+E_{t+1},
\end{aligned}
$$

Taking partial derivatives with respect to $\boldsymbol{x}_{t}$ and $\boldsymbol{c}_{t}$ and setting them equal to zero yields the following first-order necessary conditions:

$$
\begin{aligned}
& \left.2 \tau \boldsymbol{x}_{t}-\beta\left(\boldsymbol{r}_{t}-\boldsymbol{p}_{t}\right)\right]+2 Q_{t+1}^{11}\left(\boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t}\right)+2 Q_{t+1}^{12}\left(\boldsymbol{\mathcal { C }}_{t}+\boldsymbol{c}_{t}\right)-\left(L_{t+1}^{1}\right)^{\prime}+\mu \boldsymbol{p}_{t}=0, \\
& 2 \nu\left(\mathbf{1 1}^{\prime}\right) \boldsymbol{c}_{t}-[\alpha+2 \nu \bar{c} \mathbf{1}]-2 Q_{t+1}^{11}\left(\boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t}\right)+Q_{t+1}^{21}\left(\boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t}\right)-Q_{t+1}^{12}\left(\mathcal{C}_{t}+\boldsymbol{c}_{t}\right) \\
& \quad+2 Q_{t+1}^{22}\left(\boldsymbol{\mathcal { C }}_{t}+\boldsymbol{c}_{t}\right)-\left(L_{t+1}^{1}\right)^{\prime}+\left(L_{t+1}^{2}\right)^{\prime}=0 .
\end{aligned}
$$

We can express the first-order necessary conditions above in a more compact form:

$$
\left[\begin{array}{ll}
A_{t}^{11} & A_{t}^{12} \\
A_{t}^{21} & A_{t}^{22}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{x}_{t} \\
\boldsymbol{c}_{t}
\end{array}\right]=\left[\begin{array}{ll}
B_{t}^{11} & B_{t}^{12} \\
B_{t}^{21} & B_{t}^{22}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{y}_{t} \\
\boldsymbol{\mathcal { C }}_{t}
\end{array}\right]+\left[\begin{array}{c}
H_{t}^{1} \\
H_{t}^{2}
\end{array}\right]
$$

where

$$
\begin{aligned}
& A_{t}^{11}=2 \tau I_{b}+2 Q_{t+1}^{11}, \quad A_{t}^{12}=-2 Q_{t+1}^{11}+2 Q_{t+1}^{12}, \\
& A_{t}^{21}=-2 Q_{t+1}^{11}+Q_{t+1}^{21}, A_{t}^{22}=2 \nu 11^{\prime}+2 Q_{t+1}^{11}-Q_{t+1}^{21}-Q_{t+1}^{12}+2 Q_{t+1}^{22}, \\
& B_{t}^{11}=-2 Q_{t+1}^{11}, B_{t}^{12}=-2 Q_{t+1}^{12}, \\
& B_{t}^{21}=2 Q_{t+1}^{11}-Q_{t+1}^{21}, B^{22}=Q_{t+1}^{12}-2 Q_{t+1}^{22}, \\
& H_{t}^{1}= \beta\left(\boldsymbol{r}_{t}-\boldsymbol{p}_{t}\right)-\left(L_{t+1}^{1}\right)^{\prime}-\mu \boldsymbol{p}_{t} \\
&=\left[-\left(\Pi_{t+1}^{1}\right)^{\prime} \mid-(\beta+\mu) I_{b}, \beta I_{b}\right]\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1} \\
\boldsymbol{r}_{T-1} \\
\cdots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]-\left(\Lambda_{t+1}^{1}\right)^{\prime}, \\
& H_{t}^{2}=\left(L_{t+1}^{1}\right)^{\prime}-\left(L_{t+1}^{2}\right)^{\prime}+(\alpha+2 \nu \bar{c} \mathbf{1}) \\
& \boldsymbol{p}_{T}\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1} \\
\boldsymbol{r}_{T-1} \\
\cdots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]+\left(\Lambda_{t+1}^{1}\right)^{\prime}-\left(\Lambda_{t+1}^{2}\right)^{\prime}+(\alpha+2 \nu \bar{c} \mathbf{1}) .
\end{aligned}
$$

To summarize, the customer's optimal decision and utility-to-go function at any stage $t$ can be written as linear and quadratic functions of the state variables, respectively, i.e.,

$$
\left[\begin{array}{c}
\boldsymbol{x}_{t}^{*} \\
\boldsymbol{c}_{t}^{*}
\end{array}\right]=K_{t}\left[\begin{array}{l}
\boldsymbol{y}_{t} \\
\mathcal{C}_{t}
\end{array}\right]+D_{t}
$$

where

$$
K_{t}=A_{t}^{-1} B_{t}=\left(\begin{array}{cc}
K_{t}^{11} & K_{t}^{12} \\
K_{t}^{21} & K_{t}^{22}
\end{array}\right)
$$

and

$$
\begin{aligned}
D_{t} & =\binom{D_{t}^{1}}{D_{t}^{2}} \\
& =A_{t}^{-1} H_{t}=A_{t}^{-1}\left[\begin{array}{c}
H_{t}^{1} \\
H_{t}^{2}
\end{array}\right] \\
& =\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1} \\
G_{t}^{2}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{r}_{T-1} \\
\cdots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]+\left[\begin{array}{c}
F_{t}^{1} \\
F_{t}^{2}
\end{array}\right]
\end{aligned}
$$

with

$$
\begin{aligned}
G_{t} & =\left[\begin{array}{l}
G_{t}^{1} \\
G_{t}^{2}
\end{array}\right] \\
& =A_{t}^{-1}\left[\begin{array}{l}
\left(-\left(\Pi_{t+1}^{1}\right)^{\prime} \mid-(\beta+\mu) I_{b}, \beta I_{b}\right) \\
\left(\left(\Pi_{t+1}^{1}\right)^{\prime}-\left(\Pi_{t+1}^{2}\right)^{\prime} \mid 0_{b}, 0_{b}\right)
\end{array}\right] \\
F_{t} & =\left[\begin{array}{c}
F_{t}^{1} \\
F_{t}^{2}
\end{array}\right] \\
& =A_{t}^{-1}\left[\begin{array}{l}
-\left(\Lambda_{t+1}^{1}\right)^{\prime} \\
\left(\Lambda_{t+1}^{1}\right)^{\prime}-\left(\Lambda_{t+1}^{2}\right)^{\prime}+(\alpha+2 \nu \bar{c} \mathbf{1})
\end{array}\right] .
\end{aligned}
$$

Note that

$$
\begin{aligned}
\binom{\boldsymbol{y}_{t}+\boldsymbol{x}_{t}-\boldsymbol{c}_{t}}{\mathcal{C}_{t}+\boldsymbol{c}_{t}}= & \binom{\boldsymbol{y}_{t}+K_{t}^{11} \boldsymbol{y}_{t}+K_{t}^{12} \mathcal{C}_{t}-K_{t}^{21} \boldsymbol{y}_{t}-K_{t}^{22} \mathcal{C}_{t}}{\mathcal{C}_{t}+K_{t}^{21} \boldsymbol{y}_{t}+K_{t}^{22} \mathcal{C}_{t}}+\binom{D_{t}^{1}-D_{t}^{2}}{D_{t}^{2}} \\
= & \left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right)\binom{\boldsymbol{y}_{t}}{\mathcal{C}_{t}} \\
& +\left(\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1}-G_{t}^{2} \\
G_{t}^{2}
\end{array}\right)\left[\begin{array}{c}
\boldsymbol{r}_{T-1} \\
\cdots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]+\binom{F_{t}^{1}-F_{t}^{2}}{F_{t}^{2}}
\end{aligned}
$$

We can now express the optimal utility-to-go in period $t$ as

$$
J_{t}\left(\boldsymbol{r}_{t}, m_{t}, \mathcal{C}_{t}, \boldsymbol{y}_{t}\right)=-\left[\boldsymbol{y}_{t}^{\prime}, \mathcal{C}_{t}\right] Q_{t}\left[\begin{array}{c}
\boldsymbol{y}_{t} \\
\mathcal{C}_{t}
\end{array}\right]+L_{t}\left[\begin{array}{c}
\boldsymbol{y}_{t} \\
\mathcal{C}_{t}
\end{array}\right]-\mu m_{t}+E_{t}
$$

where

$$
\begin{aligned}
Q_{t}= & \tau\binom{\left(K_{t}^{11}\right)^{\prime}}{\left(K_{t}^{12}\right)^{\prime}}\left(\begin{array}{ll}
K_{t}^{11} & K_{t}^{12}
\end{array}\right)+\nu\binom{\left(K_{t}^{21}\right)^{\prime}}{\left(K_{t}^{22}\right)^{\prime}} \mathbf{1} \cdot \mathbf{1}^{\prime}\left(\begin{array}{ll}
K_{t}^{21} & K_{t}^{22}
\end{array}\right)+h\left[\begin{array}{cc}
I_{b} & 0_{b} \\
0_{b} & 0_{b}+
\end{array}\right] \\
& \left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right)^{\prime}\left[\begin{array}{ll}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right),
\end{aligned}
$$

$$
\begin{aligned}
L_{t}= & {\left[\beta\left(\boldsymbol{r}_{t}-\boldsymbol{p}_{t}\right)-\mu \boldsymbol{p}_{t}-2 \tau\left(D_{t}^{1}\right)\right]^{\prime}\left(K_{t}^{11}, K_{t}^{12}\right)+\left[(\alpha+\bar{c} \mathbf{1})^{\prime}-2 \nu\left(D_{t}^{2}\right)^{\prime} \mathbf{1} \cdot \mathbf{1}^{\prime}\right]\left(K_{t}^{21}, K_{t}^{22}\right) } \\
& +2\left[h \xi^{\prime}, 0\right]+2\binom{D_{t}^{1}-D_{t}^{2}}{\left(D_{t}^{2}\right)^{\prime}}^{\prime}\left[\begin{array}{cc}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) \\
& +\left(L_{t+1}^{1}, L_{t+1}^{2}\right)\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) \\
= & {\left[\left(\left[0_{b \times 2(T-t)}\right)-(\mu+\beta) I_{b}, \beta I_{b}\right]+2 \tau G_{t}^{11}\right)\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1} \\
\boldsymbol{r}_{T-1} \\
\cdots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]+2 \tau F_{t}^{1]^{\prime}\left(K_{t}^{11}, K_{t}^{12}\right)} } \\
& +\left[(\alpha+\bar{c} \mathbf{1})^{\prime}-2 \nu\left(G_{t}^{2}\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1} \\
\boldsymbol{r}_{T-1} \\
\cdots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]+\left(F_{t}^{2}\right)\right)^{\prime} \mathbf{1} \cdot \mathbf{1}^{\prime}\right]\left(K_{t}^{21}, K_{t}^{22}\right)+2\left[h \xi^{\prime}, 0\right]
\end{aligned}
$$

$$
\begin{aligned}
&+2\left[\binom{G_{t}^{1}-G_{t}^{2}}{G_{t}^{2}}\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1} \\
\boldsymbol{r}_{T-1} \\
\ldots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]\right. \\
&\left.+\binom{F_{t}^{1}-F_{t}^{2}}{F_{t}^{2}}\right]^{\prime}\left[\begin{array}{cc}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) \\
&\left.+\left[\begin{array}{c}
\boldsymbol{p}_{T} \\
\boldsymbol{r}_{T} \\
\boldsymbol{p}_{T-1} \\
\boldsymbol{r}_{T-1} \\
\cdots \\
\boldsymbol{p}_{t+1} \\
\boldsymbol{r}_{t+1} \\
\boldsymbol{p}_{t} \\
\boldsymbol{r}_{t}
\end{array}\right]^{\prime}\left[\begin{array}{cc}
\Pi_{t+1}^{1} & \Pi_{t+1}^{2} \\
0_{b \times 1} & 0_{b \times 1} \\
0_{b \times 1} & 0_{b \times 1}
\end{array}\right]+\left(\Lambda_{t+1}^{1}, \Lambda_{t+1}^{2}\right)\right]\left(\begin{array}{cc}
I+K_{t}^{11}-K_{t}^{21} & K_{t}^{11} \\
K_{t}^{21} & I_{b} \\
= & {\left[\boldsymbol{p}_{T}^{\prime}, \boldsymbol{r}_{T}^{\prime}, \boldsymbol{p}_{T-1}^{\prime}, \boldsymbol{r}_{T-1}^{\prime}, \ldots, \boldsymbol{p}_{t+1}^{\prime}, \boldsymbol{r}_{t+1}^{\prime}, \boldsymbol{p}_{t}^{\prime}, \boldsymbol{r}_{t}^{\prime}\right] \Pi_{t}+\Lambda_{t},}
\end{array}\right. \\
&
\end{aligned}
$$

with

$$
\left.\begin{array}{rl}
\Pi_{t}= & \left(\left[0_{b \times 2(T-t)} \mid-(\mu+\beta) I_{b}, \beta I_{b}\right]+2 \tau G_{t}^{1}\right)^{\prime}\left(K_{t}^{11}, K_{t}^{12}\right)-2 \nu\left(G_{t}^{2}\right)^{\prime} \mathbf{1} \cdot \mathbf{1}^{\prime}\left(K_{t}^{21}, K_{t}^{22}\right) \\
& +2\binom{G_{t}^{1}-G_{t}^{2}}{G_{t}^{2}}^{\prime}\left[\begin{array}{ll}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left(\begin{array}{cc}
I_{b}+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) \\
& +\left[\begin{array}{cc}
\Pi_{t+1}^{1} & \Pi_{t+1}^{2} \\
0_{b \times 1} & 0_{b \times 1} \\
0_{b \times 1} & 0_{b \times 1}
\end{array}\right]\left(\begin{array}{cc}
I+K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) \\
\Lambda_{t}= & 2 \tau\left(F_{t}^{1}\right)^{\prime}\left(K_{t}^{11}, K_{t}^{12}\right) \\
& +\left[(\alpha+\bar{c} \mathbf{1})^{\prime}-2 \nu\left(F_{t}^{2}\right)^{\prime} \mathbf{1} \cdot \mathbf{1}^{\prime}\right]\left(K_{t}^{21}, K_{t}^{22}\right)+2\left[h \xi^{\prime}, 0\right] \\
& +2\left[\binom{F_{t}^{1}-F_{t}^{2}}{F_{t}^{2}}\right]^{\prime}\left[\begin{array}{cc}
Q_{t+1}^{11} & Q_{t+1}^{12} \\
Q_{t+1}^{21} & Q_{t+1}^{22}
\end{array}\right]\left(\begin{array}{c}
I_{b}+K_{t}^{11}-K_{t}^{21} \\
K_{t}^{21}
\end{array}\right. \\
K_{t}^{12}-K_{t}^{22} \\
& +\left(\Lambda_{t+1}^{1}, \Lambda_{t+1}^{2}\right)\left(\begin{array}{c}
I+K_{t}^{22}
\end{array}\right) \\
K_{t}^{11}-K_{t}^{21} & K_{t}^{12}-K_{t}^{22} \\
K_{t}^{21} & I_{b}+K_{t}^{22}
\end{array}\right) . ~ \$
$$

Thus, the form of the optimal solution remains the same for period $t$ as for period $t+1$, and by induction, for all periods. This completes the proof of Theorem 2.
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